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PREFACE

This Energy Pricing Reform Workshop Notebook is a working document published
informally by Resource Management Associates of Madison, Inc. (RMA). To prcsent the

results of the project with the least possible delay, this notebook has received only light
review, in the interest of timeliness.

This work is being carried out within the framework of the U.S. Emergency Energy program
for Eastern and Central Europe under a RMA contract with the U.S. Agency for
International Development. RMA, as Prime Contractor to USAID, is currently
implementing the Energy Pricing Reform Project and the Industrial Energy Efficiency
Project in Lithuania. The purpose of the Energy Pricing Reform Project is to provide to the
Government of Lithuania an analytical basis for understanding energy flows in the
Lithuanian economy, underlying costs in the provision and use of energy, major
environmental consequences of alternative energy strategies, and other information to
support the transition to a market-based pricing system.
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OUTLINE

ENERGY PRICE REFORM IN LITHUANTA
WORKSHOP

30 April ~ 7 May, 1992

30 April 13:00 Introduction of Workshop Topics and
Participants

(Hanson and Macezinskiene)
14:00 Discussion of Recent Develcpments
in Lithuanian Energy and Environment
Situation
(Lithuanian Participant)

15:00 Presentation of Lithuanian Energy
Balance Evaluation

(Energy Research Institute-Kaunas)

16:00 Discussion of Energy Balances

1l May 9:00 Least-Cost Planning in Market Economies:
Market Forces, Market-Based Regulation,
and Environmental Costs.

(Hanson and Bartels)

10:30 Discussion of Least-Cost Planning Issues
in Lithuania

13:30 Working Session on Energy Balances

15:30 Working Session on Least-Cost Planning
Procedures

4 May 9:00 Electricity and Thermal Tariff Design in
Market Economies

(Bartels)
11:00 Natural Gas Tariff Design and T-.ansit Fees

{(Huddleston)



4 May (cont)
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13:30
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Fuel Adjustment Clauses, Allowance for
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Macroeconomic Impacts of Energy Price
Reform: Concepts and Models
(Huddleston)

Economic Developments in Lithuania: Irnput-
Output Approaches and Findings

(Lithuanian Participants)

Discussion of Economic Developments and
Model Working Session.

Working Session: Lithvanian Scenarios

Working Sessions:
l. Electricity Tariffs
2. Lithuanian Scenarios
3. Other?
Working Sessions:
1. Electricity/Thermal Tariffs

2. Lithuanian Scenarios
3. Other?

Workshop Summary Discussion: Stratesgic
Pricing Issues

Next Phase of Project Activities
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INTRODUCTION TO ENERGY PRICING REFORM

. WHAT IS A MARKET-BASED PRICE?

a. Prices of internationally traded energy commodities
b. Prices of non-traded energy commodities

c. Prices under natural monopoly

. DETERMINING MARKET-BASED PRICES

a. Free market prices and price reporting
b. Use of accounting costs for regulated utilities

¢. Long-run marginal cost pricing

. CONSUMER RESPONSE TO MARKET-BASED PRICES

a. Firms
b. Households

¢. Service sector

. MARKET BEHAVIOR AND MACROECONOMIC ISSUES

a. Supply, demand, and equilibrium

Input markets
Output markets
Natural resources
Waste products

el A

b. Market failures

1. General
2. In energy commodities

C. Macroeconomic implications of efficient energy markets

d. The use of the industrial, transportation and leap models to represent market
1



behavior
5. REGULATORY SUPPORT OF MARKET-BASED PRICING
a. Institutional responses to market failure
b. Regulatory mechanisms
¢. Market mechanisms
6. PLJBLIC POLICY ISSUES
a. Social and environmental issues

b. Least-cost planning as an organizing framework



LEAST-COST PLANNING IN MARKET ECONOMIES

L THE CURRENT REVOLUTION IN ENERGY PLANNING IN MARKET
ECONOMIES

A. Problems Facing the Energy Sactor in Market Economies
B. Commonality of Problems in Market and Centrally Planned
Economies
Monopoly Power and the Regulatory Requirement
D. Increasing Competition in Regulated Energy Industries
nnder PURPA
1. Private Power
2. Competitive Bidding
E. Privatization of Public Utilities in Great Britain

O

[I. TRADITIONAL ELECTRIC UTILITY PLANNING

A. Definitions
B. Description of Planning Process
1. Parties to the Planning Process
2. Role of Utilities
3. Role of Intervenors
4. Role of Regulators
5. Threshold Criteria
C. Performance and Limitations
1. Energy Service Costs
2. Over-construction by Some Utilities
3. Supply-Side Focus
4. Environmental Issues

9

III. LEAST-COST PLANNING

A. Definition and Genesis of Least-Cost Planning
B. The Role of Demand-Side Management
C. Balancing Demand-Side and Supply-Side Measures
D. Consideration of Other Consequences
1. Environmental
2. Social



[II. LEAST-COST PLANNING (Continued)

E. Least-Cost Planning Process
Parties to the Process
Role of Utilities
Role of Intervenors
Role of Regulators
Decision-Making Criteria
Advance Plan Process
Incorporating Competition
F. Integratcd Supply Curves as a Methodology to Support

Least-Cost Planning
E. Examples

1. Wisconsin

2. Sweden

3. England

NP RN -

IV. IMPLICATIONS FOR LITHUANIA

A. Observations on Applicability
1. Electrical and Natural Gas Supply Structure
2. Accounting Procedures
3. Current Problems

B. Role of Independent, Judicial Regulatory Body



TARIFF DESIGN PRACTICES IN MARKET ECONOMIES

I. STRUCTURE OF UTILITY REGULATION IN THE UNITED
STATES

A. Predominately Private (Investor Owned) Companies

1. Granted Monopoly Franchises

2. Subject to Direct Regulation At Federal and State Levels
B. Quasi-Judicial Regulatory Body

1. Administrative Versus Legislative Structure
C. Rate Base/Rate of Return Price Regulation

1. Revenues Are Set to Collect Total Cost of Providing Service, Including a
Fair Return on Investment (ROI)

Rev. Req. = Expenses + (Rate Base * ROI)
D. Public Adversarial Process
1. Utlity Files Formal Documents in Support of Rate Request
a. Estimated Revenue Requirements
b. Division of Revenue Requirements Amongst Customer Classes
¢. Proposed Tariffs :
2. Parties Debate Technical and Policy Merits of Proposal Before
Commission
a. Parties Have Rights of Discovery that Compel Utilities to Provide
Information
E. Publicly Owned Utilities
1. Costing and Pricing Practices Often Mimic Private Utility Regulation

2. Sometimes Legislative Versus Administrative Control

3. Infrequent Changes in Mandate Versus Frequent Rate Case Orders



II. CRITERIA FOR SOUND RATE STRUCTURE

A. Classical Considerations

L.

Practical
Simple, understandable, publicly acceptable, and feasible regarding
application

Clear
Freedom from controversies as to proper interpretation

Yield Total Revenue Requirements
Expenses and Return on Investment

Revenue Stability

Rate Stability
Minimize of unexpected changes

Fair Among Customers
Avoids "Undue Discrimination"

Discourages Wasteful Use and Promotes All Justifiable Use of Service
(Promotes Efficient Use of Resources)

Condensed From: James Bonbright, Principles of Public Utility Rates

B. Other Considerations

L

2.

Economic Development

Environmental Impacts



II1.

RATE MAKING PROCESS

A. Cost Based, Noi Value Based Rate making
This debate has involved setting the price of public services at the value to the
customer or at the cost of the supplier. It has been largely settled in favor of
cost based rate making.

B. Three Step Process of Rate Making

1. Determine Revenue Requirement for Company

2. Class Cost Allocation to Customer Classes
(Residential, Commercial, and Industrial)

3. Tariff Design for Each Customer Class



IV. REVENUE REQUIREMENT

A. Purpose

To determine the total revenues required to maintain the utility as a viable
entity to ensure the continued provision of public utility service of a desired
quality.

B. General Approach

L

Expenses

Estimated for a designated period assuming normal operating conditions

Includes fuel, operation and maintenance, depreciation, insurance, taxes,
administration and general, etc.

Rate Base
Determined based upon capital dedicated to the public service

Return on Investment
Embedded debt cost plus market based return on equity



V. ALLOCATING CLASS REVENUE RESPONSIBILITY
A. General Approach

Zero sum game. Any costs not supported by one customer group are
supported by other groups.

Typically Based Upon Fully Distributed, Embedded Costs
Exceptions

- Marginal Cost

- Legislative Mandate (Governmental Agencies Only)

B. Embedded Allocation: Mechanics

Allocation of total revenue requirement amongst customer groups based upon
historic causal relationships.

Begins with system of accounts which in the aggregate equal revenue
requirements.

1. Functionalization
a. Purpose: Groups costs’ according to function to which they relate.
b. Primary Functions
(1) Production
(2) Transmission
(3) Distribution
(4) General
2. (lassification

a. Purpose: Arrangement of functionally grouped costs according to their
relationship to measurable cost-defining characteristics of service.

Functional groups can be spread among more than one classification.
b. Principal Classifications
(1) Energy
(2) Pemand
(3) Customer
3. Allocation

a. Purpose: Selection of particular factors related to classification which
allows assignment to particular customer groups.

W



C. Example: Coal Fired Base Load Generating Station
1. Functionalization: Production
2. Classification: Energy and Demand

3. Allocation: 50% Relative Class Consumption (k'Wh)
50% Class Contribution to System Peak Demand (kW)

D. Points of Debate in Embedded Allocation

1. Classification aud Allocation of Generation Costs Among Demand and
Energy
a. Fixed vs Variable
b. Non-Coincident Peak (NCP)
c. Coincident Peak (CP)
d. Average and Excess

2. Classification and Allocation of Distribution Costs Among Demand and
Customer
a. Minimal (or Phantom) System
Customer charges based upon the miniral system necessary to provide
voltage but not power; remaining costs allocated based upon NCP
b. Minimum Component or Minimum-Intercept Methods

3. Classification and Allocation of Administrative and General Costs



VI.  DESIGNING TARIFFS
A. Principal Tasks

1. Determination of Tariff Components
E.g., Customer, Energy, Demand, Power Factor Charges

2. Determination of Structure of Tariff Components
E.g., Block Structures, Ratchets

3. Determination of Price for Each Tariff Component
B. Embedded Cost Tariff Design
1. General Approach

Embedded cost of service study produces unit costs
(e.g., customer, demand, and energy charges).

Structure of tariff (e.g., blocking) and detail=d pricing (e.g., pricing of
individuai blocks) is based upon manipulation of average costs for each
component in light characteristics of customer demand.

2. Pros

a. Cost of components stem directly from allocation of revenue
requirements providing total coverage of cost responsibility

b. Costs are assigned on the basis of the reasons they were incurred
3. Cons

a. Historic drivers of system development may no longer be related to
current uses

b. May not send correct price signals to consumers



Marginal Cost Tariff Design
General Approach

A marginal cost study is performed to yield the marginal, (incremental or
decremental) costs associated with a marginal (incremental or
decremental) change in the number of customers, demand, and energy.

These costs can be related to the individual tariff components; number of
customers to customer charge, demand to demand, and energy to energy.

Pros

a. Assigns costs in a forward looking manner to send appropriate price
signals to consumers

b. Pricing may complement resource development
c. External impacts of electricity use can be incorporated into pricing
Cons

a. Not Tied to Utility Accounts
(1) Ideal prices mayv not generate desired revenue requirements
(2) Requires projection of incremental costs

Principal Issues

a. Sufficiency of Period Analyzed
Long-Term Avoided Costs versus Short-term Marginal Costs

b. Determination of Marginal Costs
To Meet Incremental Consumer Demands
(1) Customer
(2) Demand
(3) Energy

¢. Fulfilling Revenue Requirements
(1) Potenti~l over-collection requires decreasing at least one
component below marginal cost
(2) Potential under-collection requirss increasing at least one
component above marginal cost



D. Points of Debate in Tariff Design
Common to Embedded and Marginal Approaches

1.

2.

Blocks or Their Equivalent in Rate Design

Determination of Pricing Periods
Seasonal, Weekly, Daily

Whether to recognize External Impacts on Society
a. Environmental Damage
b. Economic Development

e



VII. BASIC INFORMATION REQUIREMENTS

A. Load Research
1. Determination of Usage Characteristics Stratified by Average Usage Level
a. Contribution to System Coincident Peak
b. Contribution to Class Coincident Peak
¢. Non-Coincident Peak (Customer Peak)
2. Elasticity of Customer Demands
B. Accounting Information
1. Utility Accounts Suitable for Functionalization and Classification
2. Embedded Cost of Service Study
C. Planning Studies
1. Marginal Cost
2. Long-Term Avoided Costs

3. Stress Factor Analysis
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1.0 Introduction

The RMA Industrial, Agricultural and Construction Sector Energy Demand Model
(Industrial Model for short) provides a structure for estimating the effects of changing
energy prices on the quantity of energy consumed and the output growth of distinct
industrial subsectors and the agricultural and construction sectors. The Industrial Model
divides the Lithuanian Industrial, Agricultural and Construction (IAC) sectors in 9
subsectors and models them over a base year and 5 future years.

The model is intended as a tool to explore the impacts of various policy options facing
Lithuania, upon the energy demand and economic health of the IAC (industrial, agricultural
and construction) sectors. The policy options are represented in the Industrial Model by
sets of assumptions (or scenarios) regarding exogenous growth rates of each IAC subsector,
as well as policy choices in areas such as energy prices. :

The Industrial Model determines industrial energy use and output over five future years.
Of particular interest are changes i the output, energy mix and energy intensity of each
IAC subscctor. An overview (or time path) of the IAC sectors adaptation to energy policy
changes are presented in numerical tables and graphic charts.

The user must enter a set of energy consumption, and social product (in Rubles) for each
subsector in the base year, the desired modeling periods, expected underlying subsector
growth rates and energy price changes for the modeling periods, and two types of fuel price
elasticities. The elasticities are specified for each subsector-fuel pair in the analysis; they are
the fuel price elasticity of energy demand and the energy price elasticity of industrial output.

The underlying subsector growth/decline rates in the model represent how IAC subsectors
will grow/decline in the absence of energy price changes. In order to negate the effects of
inflation over the modeling horizon, the real (adjusted for overall inflation) energy prices
for each future year are required. Energy prices and the value of IAC output should be in
constant rubies. It would probably be easiest to set all future year prices in base year (1990)
rubles

For each future year, the output of each IAC subsector is calculated based on a function of
the fuel mix, underlying economic growth forecast, fuel price, and the output elasticities.
The expected energy consumption for each subsector and fuel type is then calculated based
on a function of fuel prices, demand elasticities and the energy consumption in the previous
time period. Changes in energy intensity (the ratio of fuel consumption to subsector output)
are also determined by the model.

Resource Management Associates of Madison, Inc. 1



This User’s Guide is organized as follows. Section two briefly discusses the conceptual
design and purpose of the model. Section three presents the model’s overall structure and
outlines the contents of each component of the model. Section four reviews how to protect
and unprotect portions of the model from being altered. Section five, a step-by step guide
to model operation and relevant Quattro Pro® commands, is likely to be of most interest
to a Quattro Pro® novice. Section six covers the Comparison File whicli allows the user to
compare two scenario runs. Section seven discusses the equations which are imbedded
within the model.

Resource Management Associates of Madison, Inc. 2



2.0  Conceptual Design

The driving variables in this model are the underlying IAC (industrial, agricultural and
construction) sector growth rates and changes in energy prices over the selected set of future
years. When these changes are part of an upward energy price adjustment policy, each
round of price increases constitutes an energy "shock' to the economy, and initiates
substitution of higher priced fuels with lower priced fuels or factor inputs (e.g., labor and/or
capital).

The Industrial Model links fuel and factor input substitutions caused by energy price changes
by using two types elasticities. One elasticity (the energy price elasticity of demand) relates
changes in energy demand in each subsector caused by energy price changes. In a climate
of escalating energy prices energy users will tend to adjust their input mix by decreasing
reliance on energy through the substitution of other factor inputs. The other type of
elasticity (the energy price elasticity of output) relates the changes in subsector growth as
to variations in fuel prices. It is expected that as energy prices increase, production cost and
final price is driven up and therefore the demand for products falls. In an environment of
escalating fuel prices, the output of energy-intensive subsectors will be severely affected.
A more detailed discussion of the conceptual design of the model and

structural changes in IAC energy use are given in Appendix A.

Resource Management Associates of Madison, Inc. 3



3.0 Implementation and Specification

3.1 General Model Structure

The model is implemented in the Quattro-Pro”/(®Copyright, Version 2.0 1990 Borland
International) spreadsheet software program. The arrangement of the modules within the
Industrial Model is shown in Figure 1. The first module that the user will view is a brief
introductor note on the content and development of the model. By pressing the A4t and
M keys simultaneously, the user can go to the macro menu from any part of the model.
This lists a number of macros (small internal programs) which are executed by other Alf and
letter key combinations (see Table 1 for list of macro commands). Some macros move the
user to the requested module. For example, pressing the Alf and D keys simultaneously
moves the cursor to the top left hand corner of the Data Initialization Module. Other
macros print desired worksheets (currently the macro print commands will operate only on

laser or bubble jet printers) or generate and display graphs of particular results.

Table 1: Macro Menu

KEY SEQUENCE FUNCTION or RESULT

Alt-M
Alt-1
Alt-D
Alt-T
Alt-W
Alt-S
Alt-0
Alt-N
Alt-A
Alt-B
Alt-C
Alt-P
Alt-G
Alt-F
Alt-E
Alt-X
Alt-R
Alt-L
Alt-H
Alt-J
Alt-K
Alt-Q
Alt-Y

Go to Macro Menu

Go to Pricing/Policy Input Module.

Go to Data Initialization Module

Go to Summary Tables

Go to Main Worksheet ot Model

Save Model with Changes

Auto exec to Model Introduction

Print Main Worksheet

Print Data Initialization

Print Pricing/Policy Input

Print Yearly Energy Intensity Accounts
Print Summary Tables

Graph of IAC Social Product (IAC SP) by subsector and year
Graph of Energy Use by Fuel Type
Graph of Energy Use by Subsector
Graph of Energy Intensity by Subsector
Graph of Annual IAC SP growth by Subsector
Graph of Percentage Fuel Price Changes
Print Graph of IAC Social Product

Print Energy Fuel Graph

Print Energy Sector Graph

Print Energy Intensity Graph

Print Growth Rate Graph

Resource Management Associates of Madison, Inc.



Figure 1. Spatial Arrangements of Worksheets Within the Industrial Model

ANNUAL ACCOUNTS PERCENTAGE PERCENTAGE ENERGY
DEMAND OUTPUT INTENSITIES
RESPONSES RESPONSES
[INTRODUCTION [MARCO MENU POLICY AND DAIA
PRICE MODULE| |INMILIZATION
MODULE
REVIEW OF FORMILAS| [OUTPUT SUMMARY [INMAL
USED IN THE MODEL TABLES ENERGY
INTENSITIES
OUTPUT
no price effects
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Sections 3.2 - 3.6 describe each module in the order suggested for first-time users. The user
should begin by accessing the Data Initialization Module and then progress step by step
through the remaining modules to the Summary Tables Module.

3.2 Data Initialization Module

The data initialization module contains the initial data set for the analysis. Listed below are
the types of information that need to be entered and the cell reference:

CELL DESCRIPTION
AB122 A title, 18 characters or less

W126 & Base year and the five future years for analysis. This model uses 1990 as the
Y-AC126 base year and projects energy demand in 1992, 1994, 1996, 1998 and 2000.

X153-161  Base year output in monetary units by IAC (industrial, agricultural and
construction) subsectors.

£2153-AD161 Exogenous underlying growth forecasts for each IAC subsector and each
future year.

X132-AD140 Base year energy use by IAC subsector and fuel type. This can be entered
in the typical physical units (e.g., Tons of Coal).

X148-AD148 Base year prices for fuels. If the user wishes to enter relative price changes
without entering actual prices, this can be done by entering a 1 for each base
year price and then entering price changes as fractions.

X172-AD173 Conversion and scale factors for fuels which are used to change fuel in
physical units to Terajoules.

33 Policy/Price Module

The policy/price module is a parameter set related to prices and policy choices. Three
types of parameters are needed:

CELL DESCRIPTION
P129-V133  Real prices in constant base-year dollars for fuels, or price changes expressed
as multiple of base year price.

P139-V147 Price elasticities of demand (energy price response), by IAC subsector
and fuel type. The elasticity values are likely to range from 0 to -1.

Resource Management Associates of Madison, Inc. 6



P153-V161 Price elasticities of output (output price response), by IAC subsector and

34

fuel type. The elasticities are likely to range from 0 to -2.

Main Worksheet

The maii» worksheet module consists of three components: Annual Accounts, Percentage
Demand Responses, and Percentage Output Responses.

(1)

()

€)

35

3.6

Annual Accounts: Contains a yearly accounting by IAC subsector of the value of
output (e.g., millions of Rubles) and energy use by fuel type in TJ (terajoules),
beginning with the base year input data. It also includes arnualized growth rates,
energy use fractions by subsector and fuel type, percentage changes from one period
to the next, and yearly totals for energy use. (The print macro for '"Main Worksheet’
prints only the annual acconnts.)

Energy Demand Adjustment Factors: Energy demand adjustment factors are
calculated, by fuel and IAC subsector for each future year of the analysis, from
previous fuel price changes and price elasticities of energy demand. They represent
the fractional change in energy use from the previous period. The calculation of this
response is given in section 7.1.

Output Adjustment Factors: Output (Social Product) growth adjustment factors are
calculated, by fuel and industrial subsector for each future year of the analysis, from
fuel price changes and price elasticities of energy output. A given value represents
the fractional change in energy use from the previous period for each IAC subsector
attributable to price changes for a particular fuel. This is further discussed in section
7.2,

Energy Intensity: The energy intensity table lists the energy intensities for the base
year and future years, for each fuel type and each IAC subsector. For any given
year, the energy intensity is equal to the calculated energy use divided by the
adjusted output for a given subsector.

Summary Tables: The summary tables contain annual summary calculations.
Graphs and data are displayed and printed by using the macro menu. This
worksheet contains:

Resource Management Associates of Madison, Inc. 7



(1)
(2)
(3)
(4)
(5)
(6)
(7
(8)
9)

Total energy use by industrial subsector.

Total energy use by fuel type.

Growth rate by IAC (industrial, agricultural and construction) subsector.

Energy intensity by IAC subsector.

Percentage changes in fuel prices over entire period.

Percentage shares of IAC output (social product) for each subsector.

Percentage shares of energy use for each subsector.

IAC Social Product for each subsector in Million of Rubles.

The model may also be used to supply data for the LEAP Model (Tellus Institute,
1991).

The LEAP (Long-range Energy Alternatives Planning) model "is a computer-based
accounting and simulation tool designed to assist policy makers in evaluating energy policies
and developing sound sustainable energy plans". A set of aggregated data from the
Industrial Model has been formatted to facilitate data transfer into the LEAP model.

Resource Management Associates of Madison, Inc. 8



4.0 Protection of Cells

A large number of cells are protected to prevent the user from accidentally replacing key
portions of the model. If the user is comfortable with Quattro Pro and the model, a group
of cells can be "unprotected” so that the contents of cells can be changed. To unprotect a
portion of the spreacsheet, type /SP to activate the STYLE menu and the PROTECTION
sub-menu. The computer will now ask you to select the cells that you wish to unpraotect.
The location of the cell the cursor was in before typing /S, will appear at the top of the
screen (2.g., A10..A10). If this is the only cell you want to unprotect, press "Enter” and the
computer will highlight that cell. Otherwise move the cursor, using the arrows keys, to
highlight the block of cells you wish to unprotect and press "Enter”. If you would like to
highlight cells that do not includs the cell the cursor is currently in, press Esc and move to
the cell which would be the top left corner of the block and strike the period (.) key. The
period key anchors the bleck. Then select the size of the block with the arrow keys, as
described before, and press "Enter”. The cells are then unprotected and the user may enter
new data.

T anprotect the entire spreadsheet, type /O to activate the OPTIONS menu and type P
tu select PROTECTION. Change this from ENABLE to DISABLE then type Q to quit the
OPTIONS menu.

Resource Management Associates of Madison, Inc. 9
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5.0

Operating the Model

An example is given below to illustrate the basic principles of the Quattro-Pro® spreadsheet
program and the Industrial Model. For more advanced procedures the reader/user is
referred to the Quattro-Pro® 2.0 User’s Guide. (®Copyright 1990, Borland International,
Inc.). The following steps should be taken by an inexperienced Quattro Pro and Industrial
Model user for proper operation of the model. The appropriate keystrokes and resultant
action are given.,

L

2.

Open Quattro Pro® Program.

Opening Files - Type /FR (file, retrieve). This command opens the "File pull
down menu" at the top of the screen and a message appears "Open File
C:\QPRO" with a list of files below. If the model file is on the hard drive C;,
move the cursor with the arrow keys to the file name (e.g., ISCENA
(industrial model scenario A)) and press Enter. If the file is on a floppy disk,
for example the B: directory, press "Esc" twice and type in the directory name
(A: or B:), press "Enter” and when file names in the directory appear, move
the cursor to the desired file (e.g., ISCENA) and press "Enter".

Opening a Second File - If the user wishes to open a second spreadsheet while the
primary file (ISCENA) remains active, type /FO (file, open) and then call up the
second spreadsheet, as described above. If the user wishes to replace the active file
ISCENA with the second spreadsheet, type /FR (file, retrieve) and then pick the file
you wish to access. The "replace" command will overwrite the primary spreadsheet

The Multiple Industrial Energy Demand Scenarios - Multiple Industrial Model
scenarios can be modeled, each with its own file name (e.g., ISCENB, industrial
model scenario B). The user may choose to open multiple scenarios at a time.
Simply follow the commands outlined above in step three and pick the scenario file
you wish to access.

Screen Presentations of Multiple Files and Moving Between Aciive Files - When
multiple spreadsheet are active two screen presentations are possible; the files may
either be "Stacked" or "Tiled". Stacked files are layered one file on another. The
tiled option allows the user to view portions of all files simultaneously. To stack files
type /WS (window, stack)). To tile files type /WT (window, tile). Then to move
between files type /WP (window, pick) and choose the file name which you wish to
activate and press "Enter”.

Resource Management Associates of Madison, Inc. 10



10.

Moving Between Modules - Each spreadsheet is composed of 12 worksheets
(see Figure 1). To move between worksheets use the macro commands or use
the arrows keys. By typing "Alt-M" the cursor will moveé to the Macro Menu.
Type the Macro command of the desired module, such as, "4l-I" and cursor
moves to the upper left hand corner of the Pricing Input Module. Fuel prices
may then be entered or changed. Other modules can be reached and updated
in a similar manner.

Entering Data and Updating Scenarios - To enter or change base year
energy consumption or output, use the arrow key to move to the desired cell
(see section 3.2). Type the number that you want to have in that cell and
press "Enter” and the previously displayed value will be replaced.

At this point, the computer may refuse to change the number and send you
an error message. This may occur if the cells have been protected. To
determine if the cell has been protected inspect the value of the cell displayed
at the top left-hand corner of the screen. If the letters "PR" appear before the
numeric value then the cell is protected. Most of the cells in the spreadsheet
are protected to prevent the user from accidentally replacing an entry. The
protection of cells and procedures to unprotect cells are explained in section
4.0.

Recalculating - Once all data changes have been made to the model it is
necessary to recalculate the model. This is done by pressing the "F9" key (the
recalculate key). The recalculate key will recompute all formulas within the
spreadsheet file using the latest data. The F9 key should be used whenever
the letters "CALC" (calculate) appear at the bottom center of the screen,
since the calculations are only done if the user gives the command. The
computer will give a "Wait" message while it is calculating and a "Ready"
message when it is completed.

Summary Results - To view the Summary Tables of a scenario run type "Alt-
T". Other macro commands (to see the macro menu type "Alt-M") will display

.a number of graphical representations of these summary tables. To exit from

a graph, press any key and then press "Q" for Quit.

Saving a File - If you would like to save the changes you have made, you need
to save the scenario under a file name. Type /F to open the FILE menu.
Select Save from the FILE menu. The computer will flash a message that
says file already exists (the file name is at the bottom of the spreadsheet) and
asks you to indicate whether you want to "Cancel, Replace or Backup" the file.
Use the arrow keys to highlight Replace and press Enter or simply press R.
This will Replace the old file (e.g., ISCENB) with the new file recently
updated scenario. The updated scenario will be written over the older file:

Resource Management Associates of Madison, Inc.
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resulting in the deletion of the older scenario. Selecting Cancel will exit the
user from this menu and the newly updated scenario will be lost.

If you would like to keep the old scenario (e.g., ISCENB), then save your new
file under a different name. To do this select "Save As" from the FILE menu
by typing /FA. The computer will indicate the current file name ISCENB.
Choose a new name for the revised file, press "Esc” and type in the new name
(e.g., ISCENC). The revised version is now saved under a new name and the
original file still exists. ~

11.  Exiting - To exit the spreadsheet file type /F to open the File menu. Move
the cursor the "Close" and press "Enter” (or type "C"), this will either Exit your
file or a message will appear "Lose your Changes?". If you wish to save your
changes select "No" and follow the steps in #10 above. If you do not wish to
save your changes select "Yes" and the file will close. To exit the spreadsheet

type /FX.

12, The "Esc" Key - The "Esc” key is used to exit from any Quattro Pro® menu choice.
For example if you accidentally typed ISCENB when asked for the name of the file
to be saved but you did not want to replace the existing file, just press "Esc" and the
name will be erased. If you are not sure where you are during any procedure,
pressing "Esc" a number of times will get you back into the spreadsheet.

Resource Management Associates of Madison, Inc. 12



6.0  Comparison File

Summary tables from two different scenarios can be compared in the Quattro-Pro® file
called COMPARE. _Figure 2 shows the spacial arrangement of the worksheets within the
COMPARE file. The entirz file is protected from being changed by the user. If any
changes are desired, these should be done in the scenario files and not in the comparison
file. The COMPARE file compiles the results from two different scenario runs (each saved
under different file names (e.g., ISCEN1 and ISCEN2)) and uses six graphs to compare their
results. The graphs compare: Total Energy Use, Overall Energy Intensity, Energy Use by
Fuel Type, IAC Social Product, Subsector Energy Intensity and Total IAC Social Product.

Equations in the cells of the COMPARE file refer to cells within two other spreadsheet files
(say ISCEN1 and ISCEN2), by referring first to the file name and then the cell within that
file (e.g., [[SCEN1]JAB126). This referencing of other files is called "linking".

It the user wishes to compare modeling runs different than those currently built into the
COMPARE file (e.g., ISCEN1 and/or ISCEN2) the links to those spreadsheet files can be
changed. The links are changed from within the COMPARE file. To change the files being
compared type; \TUC (tools, update links, change), pick the spreadsheet name you wish to
change (e.g., ISCEN1), strike Enter, type in the name of the new spreadsheet (e.g., ISCEN3),
strike Enter and repeat if you wish to change the name of the spreadshect file to be
compared.

Each time the comparison file is opened, the computer will ask the user to: (a) "Load
supporting" (files), (b) "Update refs" (references) or (c) None. Option (a) opens all
supporting (or linked) files while option (b) updates the cell links and option (c) replaces
all linked values with NA (not available) comments. Option (b) will usually suffice. Option
(a) should be used when the user wishes to see all linked files, but due to memory
limitations this will often be impossible.

A number of tables and graphs for the visual comparison of the two scenarios are built into
the COMPARE file. The graphs are accessed using macro commands listed in the macro
menu. Type "Alt-M" to view the macro menu (table 2).

Table 2: Macro Menu for the Comparison File

KEY SEQUENCE FUNCTION or RESULT
ALT-M Return to menu
ALT-E Graph Total Energy Consumption
ALT-] Graph Energy Intensity
ALT-F Graph of Energy Consumption Across Fuel Types
ALT-G Graph Economic Growth
ALT-H Graph of Subsector Energy Intensities
ALT-P Graph IAC Social Product
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Figure 2. Spatial Distribution of Worksheets Within the COMPARE File
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7.0  Calculation Procedures
7.1 Energy Demand Adjustment Factor (AFq)

A major concern of energy pricing policy and the Industrial Model is the relaticnship
between the price p of a fuel and demand g for a fuel in each IAC subsector. IAC
consumers of the fuel in a competitive economy are assumed to behave consistently over
time in response to price changes of the fuel. Specifically, IAC consumers are expected to
respond to a percentage change in the price with some proportional change in demand. Let
this constant of proportionality be € (elasticity), so thate = (dq/q)/(dp/p). If (p,, q,) is
an initial price-demand equilibrium and (p,, q,) is a new price-demand equilibrium after
some time period i, then we have:

q2

(L)

ql

When e, p,, q,, and p, are given, q, can be calculated. Equation (1) can be solved and
expressed as:

@L=q X (—2) (2)

The assumption of constant elasticity results in an exponential function parametized by ¢,
or equivalently, a proportional relationship between the log functions of price and demand.
Equation (2) permits the demand for a given fuel in a particular IAC subsector to be
calculated for a given period as a function of the fuel demanded in the previous period, the
price ratio and the price elasticity.

In the Industrial Model, q, is set to equal 1 and the value gq,/g, is set to equal AFq,. AFq,
is the "energy demand adjustment factor" at time 2. It measures the change in the quantity
of fuel demanded due to changes in price at time 2 relative to the quantity demanded at
time 1.

a, P \°
AFq, = 2 - |22 (3)
2 Q (p1)
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72  Output Adjustment Factor (AFy)

A relationship for price p and output y can be established in an analogous way to the
relationship established for price and energy demand. By replacing quantity demanded q
with output y, equations (1) and (2) can be used. However, an important modification must
be made. No longer can the relationship be expressed one fuel at a time. Instead, the fuel
mix must be accounted for in the functional relationship for output and prices. Thus, we
‘must define a new function the fuel fraction. A subsector’s fuel fraction at time 1 for fuel
type j (f;;) is simply the energy consumption use of fuel type j (f;) divided by the subsectors
total fuel use at time 1 (f,,) or:

£,
ffy, = ?E (4)

t1

The initial and final prices of fuel type j (p;, and p;,) and the price elasticity of output (€ )
for fuel j are also needed. Given a subsector’s initial consumption of fuel j (¥;1), then the
adjusted equilibrium output (y;,) can be expressed as:

P, \*
Yiz = Y31 X £L5; ¥ (T;.'L) (5)
31

In the Industrial Model, y, is set to equal 1 and the value Yi/Y; is called a "output
adjustment factor” (AFy,). The output adjustment factor reflects the change in a subsector’s
output due to changes in price for fuel j at time 2, relative changes in output at time 1.
Equation (6) is the method by which a subsector’s price elasticity of output is determined
for each fuel type.

V. P, \&s
L
J1 j1

The output adjustment factor for all fuel types used by the subsector is then calculated by
summing the output adjustment factors for each fuel type.

J
AFy, = Y AFy,, (7)
1

Equations (4)-(7) follow the step-wise calculation process used within the Industrial Model.
These four equations can be combined into one, perhaps more intuitive, equation:

J
p
Y, = Y, x ?: [££;;, x (=L&)¥] (8)
=1 p j1
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The elasticity equations (3) and (6) assume that the output and energy demand responses
occur "instantaneously" as fuel prices change. In the real world these responses usually
occur over longer time scales (months or years). In other words, the IAC sector will
gradually adjust its energy demand and output rather than responding immediately to price
fluctuations. Although the current form of the model does not address time-lagged effects,
a discussion of how to incorporate lags is discussed in Appendix C.

7.3 Growth in Industrial Qutput (Social Product)

The analysis considered here is from the perspective of a partial equilibrium. The effects
of changing energy prices are considered with the assumption that other prices in the
economy remain constant. Yet the output of the economy will change as a result of the
changing price-demand-supply patterns of the rest of the economy. Thus, one of the
required types of information for this analysis are exogenous projections of underlying growth
rates for output in each IAC subsector under the assumption of constant real energy prices.

If y, is output for a given subsector in period i, AFy, is the output adjustment factor for time
2, r; is the exogenously determined growth rate for period i (time 1 to time 2), and t is the
length in years of period i, the resulting output y, is:

Y, =y, x AFy, x (1+r)* (9)

74  Energy Use Calculations

Energy demand by fuel and subsector is calculated using the previous period’s energy use
by fuel and subsector (X), the energy demand adjustment factor for the current year
(AFq,), the number of years in period i (t), and the adjusted growth rate of the subsector
over period i (R;). First, the adjusied growth rate must be calculated.

t
Ry = ({;—2-) -1 (10)
1

Equation (11) is then used to determine energy demand by fuel type and subsector at time
2,

X, = AFq, x X; x (1+R;)¢ (11)

Note, that energy consumption data is calculated after IAC output is adjusted for energy
price fluctuations. This allows for the expected current-period growth to be figured into the
determination of energy consumption. The calculation of the energy use matrix is
sequential, with each period’s results derived from the energy use matrix of the previous
period. Together with the adjusted output values, the energy use data sets can be used to
calculate the energy intensity and fuel fraction.
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APPENDIX A
Conceptual Design (Structural Changes in Industrial Energy Use)
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During the transition to market economies, energy use patterns will undergo a variety of
structural changes. The aggregate effect of these changes is expected to be a decrease in
the energy intensity of produced goods. Four types of structural changes are envisioned in
IAC sector energy use: fuel substitution, intersectoral substitution, intrasectoral changes in
technological processes, and increased value of goods produced. In practice, it is difficult
to separate and identify these changes without careful analysis of detailed historical data on
energy use and economic activity. However, the IAC Sector Energy Demand Model offers
a conceptual structure with which to explore general trends and response characteristics of
energy price changes for a set of subsectors and fuel types. :

Substitution effects in energy use are a direct consequence of the interchangeability of fuels
in a particular application. The "own-price" elasticity of a fuel is a measure of
responsiveness of demand 1o changes in fuel price. For example, an elasticity of (-2)
indicates that when the price of the fuel goes up by 1%, demand goes down by 2%. The
"cross-price" elasticity provides the analogous measure of responsiveness of demand for a
fuel to the changes in price of a different fuel. If two fuels are substitutable, their cross price
elasticities will be positive because firms will substitute the lower cost fuel in response to
a price change. The elasticity, in a sense, indicates the ease with which such substitution
could be made. Negative cross-price elasticity indicates that the fuels are complementary,
meaning that some IAC activities require both fuels for production, perhaps in a fixed
proportion. Cross price elasticities are not considered within the Industrial Model.

Intersectoral changes include those responses to energy price changes for which the
allocation of output shifts among sectors so as to reduce energy use. Intersectoral changes
will increase output of one sector by lowering energy use and/or output of another sector,
in a relative sense. As energy prices increase, output will gravitate towards those sectors
which are less energy intensive. It is likely that intersectoral shifts depend on the
aforementioned capability for fuel substitution. Sectors which depend greatly on one fuel
will obviously be disproportionately affected by some price changes. However, there are a
host of other factors, such as labor, capital mobility and access to import/export markets,
which also affect intersectoral changes and thus must be considered.

Changes in technological processes are more intrasectoral than intersectoral. The industrial
sector responds to rising energy prices with more energy efficient equipment and processes.
Specific production features are altered and processes redefined to meet the changing
energy price structure. Investments are made to implement the changes by purchasing
and/or developing new equipment, perhaps stimulating the creation of another industry in
the process. Examples might be the adoption of continuous casting in a steel mill or a more
precise temperature controller for an industrial process. Some of these changes may require
considerable time for implementation, which is sometimes accounted for by distinguishing
between short-term and long-term elasticities. The short-term elasticities attempt to account
for "housekeeping" measures to improve energy efficiency while long-term elasticities
attempt to account for the more difficult but substantial technological improvements. Short
and long-term elasticities are not incorporated into the RMA Industrial Model rather all
adjustments are modeled to occur instantaneously.



The short-term growth of particular subsectors will be affected by the increased costs
producers face for energy inputs. As discussed above, one result will be intersectoral shifts
in production to less energy-intensive subsectors. However, rising energy prices will be
accompanied by other price changes in the economy. At the same time, the rising energy
prices have stimulated technological innovations to use energy more judiciously. As a result,
the goods and services produced in the restructured economy are enhanced in value because
they require fewer inputs. Furthermore, the price mechanism allows the energy inputs to
gravitate to those users who value them the most in their production processes. Savings in
energy costs will permit further investment and the economy will begin to grow again, but
this time less dependent on energy inputs. At some point in this cycle, we can expect some
of these transitional effects to taper off, and further improvements in energy efficiency will
require increasing effort. At this point, the Lithuanian economy will be approaching the
economic structure and energy efficiency typical of the Industrialized Market Economies.

The model attempts to capture these structural changes through an energy use matrix along
with related data and parameters. It should be recognized that there exists a great deal of
uncertainty in the actual responses to price changes. However, this model is strictly
deterministic in nature. There is no explicit incorporation of stochastic variables as a means
of capturing such uncertainties. This means that the changes in energy use patterns are best
interpreted in a relative sense, from one scenario to another, rather than attributing
importance to specific numerical estimates. 1%:2 usefulness of the model for policy analysis
thus comes from the structure it prevides for conceptualizing the various relationships
between energy prices and IAC energy use patterns.
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APPENDIX B
Operational Description: Parameter Specification



a. Initial Energy and Output Data

Assume that there are n fuels in the economy f, j = 1,.,n and m subsectors of industrial
production s, i = 1,..,m. The initial data for the fuels and sectors includes an m x n matrix
of the energy used for each fuel in each sector, X;; in various energy units and an m x 1
vector of the y, the value-added or IAC Output for each sector i:

£, £ f
sl xll xlz ---------- xln yl
S 2 le x22 llllllllll x2n y2
! | | | !
Sm Xml  Xm2  eeseeseens Xmn Y

The energy data is converted to common units of Terajoules to permit aggregation and
comparisons across subsectors and fuel types.

b. Price Elasticities

Price elasticities measure the responsiveness of other variables to changes in price. As
described in Section 6.0, two types of elasticities must be specified: price elasticity of energy
demand and price elasticity of output. Both must be specified for each fuel-subsector pair,
resulting in two matrices of identical dimensions to the energy use matrix, (m x n), where
€;; is the elasticity for subsector i and fuel j:

f, £, e f,
S €11 €12 ereerenns €1n
52 e21 ezz llllllllll ezn
l l l l
Sm €m1 Cmp  eeeseeeees € mn

Elasticities of fuels, as with most goods, tend to be higher in the long-run than in the short-
run. Our analysis will be confined to ten-year scenarios. For longer-term analyses, it may
be desirable to incorporate changes in long-term elasticities over time.



c. Fuel Pricing

Let us assume that the energy substitution sequence corresponding to the energy price
shocks occurs over t = 1,.,,T distinct time periods. The driving variables shall then be t sets
of price changes for the n fuels, Pje j = L..,n,t = 1,..,T, representing the percentage price
change in fuel j for time t, resulting in a matrix of dimension (n x T):

Percentage Price changes

f, Pu Pz e Pir
f, Paa P e Por
! l ! l

n Pn1 Prz  ceeeenns Pnt

The price data is used in the equations in sections 7.1 and 7.2 to determine the output and
energy demand adjustment factors.

d. Exogenous (constant energy price) Growth Rates

For each of these periods and each subsector, a set of exogenous growth rates r, must be

specified under the assumptions of constant energy prices. They represent an (m x T)
matrix:

Percentage Price changes

5, Iy Tpp e I
52 rzl r22 oooooooooo rzr
l l l !

I T T

These values are used in equation (9) (see Section 7.3) to determine the growth/decline of
each subsector’s output before incorporating price effects.

e Adjusting the Output Values



The output values determined from the above growth rates must be adjusted by using
information on the fuel mix, price changes and previous output. This is accomplished using
equations (7 and 8) (see Section 7.2). This yields a new value-added vector which gives the
output of each subsector. Note that this calculation precedes the energy use calculation.
The use of lagged variables makes it necessary to approximate the fuel fractions in the
calculated period as being roughly equivalent to the previous period. In the case of most
interest here, all fuel prices will be rising. Furthermore, cross-price elasticities are not
incorporated into the model. These two factors make the approximation for fuel fractions
quite reasonable. -

f. Energy Use Calculations

Energy demand is calculated using energy use by fuel and subsector based on the previous
period’s value, the adjusted growth rate of the subsector, the price changes, and the
elasticity. A matrix of energy values is produced of the same form as the initial base year
matrix. Note that energy use data is calculated after IAC social product is adjusted for
energy price increases. This allows for the expecte'! current-period growth to be figured into
the determination of energy consumption. Together with the adjusted output values, this
energy use matrix can be used to calculate the energy intensity and fuel fraction. Thus, the
calculation of the energy use matrix is sequential, with each period’s results found from the
energy use matrix of the previous period.
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APPENDIX C
Incorporation of Time Lags in the Industrial Model
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In the IAC Sector Energy Demand Model, the long-run responses to price changes are
modeled as instantaneous adjustments in the amounts of energy used and in IAC output.
In the real world, truly instantaneous adjustments are not realistic. Although prices may
significantly change within a short period of time, responses usually take place gradually.
The Industry Model must, therefore, be seen as a simplification of the real world which
portrays the long-run effects without paying attention to the adjustment path of the economy
.and of the different industrial subsectors in particular.

It is possible to incorporate a gradual adjustment process into the model through lagged
price effects. Doing so requires year-to-year calculations of the changes. What this means
is that including lagged effects would make the model significantly larger and less suited for
more long-run energy analysis using a microcomputer-based spreadsheet format. For these
reasons we chose not to include the lagged effects in the final version of the RMA industrial
sector energy demand model for Lithuania.

The calculation procedures of the model are reviewed to understand how it could be made
more dynamic. For simplicity assume that there is only one industry, say mining, and
consider only one energy input, say electricity (El). How does the use of this input respond
to a changing price of electricity (P)? Recall that the response depends on the price
elasticity of () electricity:

dEl
El
ap (1)
P
Rearranging this equation:
dEl\ _ o (dP
51 ) € X ( P) (2)

and integrating it with {P,P,,} and {El, El } as the limits of integration, we obtain the
following "stock-adjustment" equation:

In(E1,) - In(El,,) = e x [1n(P,) - In(P,)] (3)

Taking the exponent of both sides leaves us with:
El, ( p, )°
= (4)
( El c-1) Py

which is the formula used in the model. This formula implicitly assumes that the entire
change occurs in the time interval specified, in this case between time t-1 and time t. As
was mentioned above, if the interval between t-1 and t is a short period (e.g. one year), this
is not a very realistic way of modeling the adjustment process of an industry. It is much
more likely to assume that an industry adjusts partially in the first year to the current price




change and then keeps adjusting for the following years. This idea can easily be included
into the formula above by assuming that the electricity demanded adjusts to the weighted
average of the price changes during the last N years. Let A be the weights then the above
formula generalizes to:

El t -l . Pc-iol )}
( Elc-l) xp[ XEQ X n( Pe_;

Where:
N
A=l (6)
1=1
To test whether and how this formula works. Let us look at the case where P,=P,;=...=P,,
n» i€. no price change occurs. Then,
El, L
= exple xY_ A;x 1n(1)| = exp(0)= 1 (7)
El, =1

So, if there are no price changes then the amount of electricity used in the mining industry
remains unchanged over time which is what we should expect. Now let us look at the
weights and assume thatA,=1 and 4,=1,=..=0.

El, P, P Y
—| = expie x A;x = (8)
o R B O M

This is exactly the formula used in the model. Putting all the weight on the recent price
change and none on price changes that occurred in previous years is the same as assuming
that the change occurs instantaneously.

The values of the A’s as well as the number of years over which the adjustment occurs are
chosen by the user, and should be based on some prior knowledge about the behavior of the
economy. For example, historical data could show that typically the industry in question
takes about 3 years to fully adjust to a price change (N =3), but that the largest share of the
adjustment takes place right away with decreasing shares as time progresses. If that is the
case, then a possible way of modelling the adjustment would be to set A,=.6, 4,=.3, and
A;=.1. The same kind of formula to model gradual adjustments can be used for all the
energy inputs in each industry as well as in modeling the output responses of each industry.
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1.0 Introduction

The Transportation Sector Energy Demand and Emissions Model (Transportation Model)
estimates energy demand and vehicle emissions for the freight and passenger transportation
sectors (water, pipeline and air transportation are not included) for a base year and one
future year.

Energy demand for the passenger and freight transport sectors is dependent in the model
on future levels of economic activity, reflected in the indicators of social product (SP),
industrial agricultural and construction sector social product (IACSP) and fuel prices. In
order to utilize the model, data on economic indicators, fuel prices, elasticities,
characteristics of the transportation fleet (e.g., fuel efficiency, load factor, etc.), base year
passenger trip making and shipping rates, and forecasted fuel prices and economic growth
rates must first be entered into the model.

The Emissions component references the results of the Energy Demand module to
determine the emissions load for seven pollutants: CO2, NOx, SO2, SPM (particulate), CO,
HC (hydrocarbons) and Lead (from gasoline only). The emissions loads are dependant on
the vehicle kilometers traveled, vehicle and power-plant emissions characteristics, vehicle
fuel efficiencies, and roadway vehicle speeds. To investigate the emissions implications of
a particular scenario, that scenario must first be modeled on the Energy Demand module.

The Transportation Model is based on the Quattro Pro® Version 4.0 (© Copyright 1987,
1992 by Borland International) spreadsheet software, which is a versatile spreadsheet
software program implemented on IBM compatible microcomputers. Once the user
becomes familiar with the Transportation Model and Quattro Pro®, the model can be
expanded, updated and revised to better suit the user’s needs.

Section 2.0 of this guide summarizes the model’s structure and describes each of the model’s
six component files. Figures 2a-7a illustrate the contents and spacial arrangement of each
file. An index of the macros used to move within each file, are presented in Figures 2b-7b.
Section 3.0 discusses the "links" between the files and their proper use. The memory
requirements of the various components of the model are outlined in section 4.0. The full
model requires large amounts of microcomputer memory but options for using less memory
are described. Much of the model is protected from being accidently changed by the user.
Section 5.0 outlines how to "unprotect” cells so the user may update them. A detailed step-
by-step guide to open files, enter data and run both the energy demand and emissions
components of the model are outlined in section 6.0. The final section reviews the formulas
used within the model.
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2.0 Model Structure
2.1 General Model Structure

The Transportation Model is composed of over 100 separate worksheets in six linked
Quattro Pro® spreadsheet files. The six Transportation Model files are linked in a
Mhierarchical structure (Figure ). The model has two segments; the Energy Demand and the
Vehicle Erissions portions. The Energy Demand portion is composed of the TRAN-ECO,
FREIGHT, PASSENG and TRAN-SUM files. The emissions portion of the model is
composed of the EMISD and EMISC files. It uses data from the FREIGHT and PASSENG
and TRAN-ECO spreadsheet files.

2.2  Modeling Years

The Transportation Model computes energy demand and emissions load for a base year and
one future year. The base year been set at 1990 for the Lithuania version of the model.
The model is currently designed to run the future years 1992, 1994, 1996, 1998 or 2000.
Two summary tables, one in each of the EMISC and TRAN-SUM files, are constructed to
present values for 1990, 1994 and 2000. The values in these two tables will only be correct
if first 1994 and then 2000 are modeled sequentially.

23 Macros

In the upper left-hand corner of each of the six spreadsheets is a macro menu (presented
in figures 2b - 7b). Macros are small internal programs which are activated by concurrently
pressing the "alt" key and a dcsignated letter key. In this model the macros are used to
move between worksheets within each file, view graphs and print summary tables. The
macro programs are written on the upper right corner of each spreadsheet.

24  Spreadsheet Files

The files which compose the Transportation Model are described below. Figures 2-7 provide
a spacial diagram of the worksheets within each file and each file’s macro menu.

1. TRAN-ECO: This is the economic (ECO) driver of the transportation model. The
TRAN-ECO file is linked to the PASSENG and FREIGHT spreadsheet files (Figure
I). Its primary function is to calculate four adjustment factors. These adjustment
factors determine the effects of changes in fuel price and economic growth rates
upon usage rates and energy efficiency of the transportation system. They are
calculated from SP (Social Product), IACSP (Industrial Agricultural and Construction
Sector Social Product), fuel price, vehicle life and the corresponding elasticity. They
are used to "adjust" base-year transportation characteristics (passenger trip making
rates, freight shipping rates, and vehicle fuel efficiencies) to model the transportation
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characteristics of the future year, in the FREIGHT and PASSENG spreadsheet files.
See section 7.0 for a detailed discussion and derivation of adjustment factors.

2 & 3. PASSENG and FREIGHT: These spreadsheets use the vehicle characteristic [fuel
type, load factor (tons or passengers per vehicle) and fuel efficiency], trip making
characteristics (average trip length, trips per day by vehicle type, and geographic
zone), and the adjustment factors from TRAN-ECO to calculate energy demand for
the base and future years.

4, TRAN-SUM: This file contains summary tables and graphs of passenger and freight
energy demand and energy intensity. Data from the Transportation Model can be
used with the Long-Range Energy Alternatives Planning Model (LEAP) (Tellus
Institute, 1990). To simplify use of the Transportation Model with the LEAP model,
a worksheet is modeled after the LEAP transportation energy demand input module.

5. EMISD: The EMISD (emissions data) file contains data on vehicle and power-plant
emission factors (for CO,, SO,, NO,, SPM (particulate), CO, HC (hydrocarbon) and
lead (for gasoline only)), vehicle kilometers and fuel consumption by diesel trains.
The emission coefficients can be calibrated to more accurately simulate the
characteristic of the nation’s vehicle stock and electric-power generation facilities.
The vehicle emission factors currently used in the model are from American pre-
emission control vehicles of the early 1970’s.

6. EMISC: The EMISC (emissions calculation) spreadsheet file uses the emission
factors from EMISD and the distance traveled by each transportation mode, fuel
consumption and fuel efficiencies from the PASSENG and FREIGHT files to
calculate the transportation sector’s emissions for the base and a future year. The
procedures for calculating emission loads are described in Section 7.6.

Resource Management Associates of Madison, Inc. 3



3.0 Linked Files
3.1  Linked Files and Linking Formulas

The six Transportation Model spreadsheet files are linked to one another to allow data to
flow between files (Figure 1). Linked spreadsheet files allow larger models to be built by
breaking the model down into several component files. Links allow any or only one set of
a model’s files to be on screen at once. The total number of spreadsheets that maybe
opened at once depends on the available computer memory (sez section 4.0). The
spreadsheet files are linked when a cell in one file refzrs to a cell of another file. For
example, a formula in the PASSENG file may refer to the value in cell "[TRAN-ECO]R34",
or the value in cell R34 of the TRAN-ECO file.

3.2  Proper Use of Linked Files

Care should be taken when the user changes a value in spreadsheet file "A" that is linked
to a formula, say in cell "D3", of spreadsheet "B". Only when spreadsheet B is open will all
formulas in spreadsheet B which directly or indirectly refer to cell D3 be recalculated. If
file B is closed the value of cell D3 will be updated but formulas which refer to cell D3
within file B or other linked files referring to D3, will NOT be recalculated. For example
if the user has opened TRAN-ECO and TRAN-SUM only and updates a fuel price on
TRAN-ECO, the user will not see any changes in energy demand from FREIGHT and
PASSENG on the TRAN-SUM file. This is because the intermediate spreadsheets,
FREIGHT and PASSENG, are not open and therefore the formulas referring to fuel price
have not recalculated energy demand (shown in the TRAN-SUM file).

When retrieving any linked file, say file B, from memory, the computer will ask if the user
wishes to: "load supporting", "update references", or "none". "Load Supporting" will load all
files which are linked to file B. At times, available memory will not allow all supporting
files to be loaded. To use less memory, use "Update References”. Update references
accesses all values which are linked to file B and updates those values without loading each
supporting file. Choosing "None" temporarily replaces linked values from closed supporting

files with a "NA" (not available) value.
3.3  The Background Recalculation (BKGD) Flag

As formulas are recalculated the BKGD (Background Recalculation) {lag appears at the
bottom of the computer screen. When RAM memory is nearly fully utilized, the
recalculation of ali formulas may take a few minutes. This long recalculation time is
common when several linked spreadsheets are active. The results of the Transportation
Model are incorrect while the BKGD flag is on screen.
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Figure 1. Structure of RMA Transportation Energy Demand and Emissions Model

FREIGHT

TRAN-ECO — EMISD — EMISC  “TRAN-SUM

PASSENG

Figure 1: The structure of the RMA Transportation Energy Demand and

Emissions Model. Arrows indicate the links and directions of information
flow.
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Figure 2a. Spatial Location of Worksheets in TRAN-ECO Spreadsheet

MACRO MENU

" DATA ENTRY WORKSHEETS
Modeling Years

Fuel Prices

Gross Domestic Product

Elasticities

CALCULATION OF ADJUSTMENT FACTORS
GDP (Passenger)

Fuel Price (Passenger)

Fuel Price (Freight)

Fuel Efficlency (Passenger)

Fuel Efficlency (Freight)

Figure 2b. TRAN-ECO Spreadsheet File Macro M

Economic Driver (data input)
ALT A Modeiing years
ALTB Fuel prices
ALTC Gross Domestic Product
ALTD Gross Domestic Product of Industry
ALTE Elasticities

Calculation of Adjustment Factors (calculated by model)
ALTF GDP - passenger
ALT G Fuel price - passenger
ALTH Fuel price - freight
ALT | GDP of industry - freight
ALT J Fuel efficlency - passenger
ALTK Fuel efficiency - freight
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Figure 3a. Spatial Location of Worksheets in PASSENG Spreadsheet File

mu:ru assenger Vehicle Km | [Passanger | [Fuel Use by] FeaUse v
eny Trips / Day Base Year KM/Year | (Fuel Type Glga Joules
Bese Year Base Year | |Pase Year Bass Year

Vehicle
Cheracter-
Istcs

Adjustment | [Passenger shicle Km Fasaenger Fuel Usa by | [FuelUse ;n
Factors Trips / Day Scenario Km / Year | |Fuel Type | [Giga Joules
for Trip Scenarlo Year | [Year IScenario Scenario Scenario
Making Year Year Years

Figure 3b. PASSENG Spreadsheet Macro Menu
Data input

ALT-A Vehicle characteristics
ALT-B Trip making rates base year

Passenger trips per day by mode and fuel type
ALT-B Base Year
ALT-C Scenarlo Year

Vehicle KM by mode and fuel type
ALT-D Base Year
ALT-F Scenario Year

Passenger KM by mode and fuel type
ALT-G Base Year
ALT-H Scenario Year

Fuel Use (KWH and Iiters) by mode
ALT-) Base Year
ALT-K Scenarlo Year

Fuel Use (glgajoules) by mode
ALT-L Base Year

ALT-M Scenarlo Year
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Figure 4a. Spatial Location of Worksheets in FREIGHT Spreadsheet File

Macro Ton Kllometers | |Vehicle Km Fuel Use by | |Fuel Use

Menu Base Year Basse Year Fuel Type In G Joules
Base Year Base Year

Vehicle

Character-

istics

Ton Kllometers | |Vehicle Km | |FuelUseby | |Fuel Use

Adjustment

Factors Scenario Year Scenario Fuel Type In G Joules
For Year Scenarlo Scenarlo
Shipping Year Year

Figure 4b. FREIGHT Spreadsheet File Macro Menu

Data Input
ALT-B Base Year ton-km
ALT-A Vehicle Characteristics

Ton KM by mode and fuei type
ALT-B Base Year
ALT-C Scenario Year

Vehicle KM by mode and fuel type
ALT-D Base Year
ALT-F Scenario Year

Fuel use (litres, kwh) by mode and fuel type
ALT-G Base Year
ALT-H Scenario Year

Fusel use (gigajoules) by mode and fuel type
ALT-J Base Year
ALT-K Scenario Year
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Figure 5a. Spatial Location of Worksheets in TRAN-SUM Spreadsheet File

Macro Menu Energy Use Energy Use Net Energy Net Energy
In Passenger In Shipping Use In Transp. Use In Leap
Sector Sector Sector Format
. for 1994 & 2000

Figure 5b. TRAN-SUM Spreadsheet File Macro Menu

ALT-A  -Freight energy use
ALT-E  -Passenger energy use

Graphs for passenger transportation energy use
ALT-Q  -Energy use by fuel type
ALT-R  -Energy Intensity by fuel type
ALT-S  -Energy use by mode
ALT-T  -Energy intensity by mode

Graph for net energy use by transportation sector
ALT-V  -Energy by fuel type

Printing summary tables
ALT-B  -Freight energy use
ALT-C  -Passenger energy use
ALT-D  -Net energy use
ALT-H  -Net energy use in LEAP format
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Figure 6a. Spatial Arrangement of Worksheets Within the EMISD Spreadsheet
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Figure 7a. Spatial Arrangement of Worksheets Within the EMISC Spreadsheet File

Emisslons Load Calculations Summary Tables
Petroleumn Fueled Vehicles: | |Eleciric Fuel Vehicies: Diesel Fueled| | Emisions Load Emisslons Load Emision Load
Macro
Menu Trains: Fuel Type for| [by Fuel for Bate | | by Vehicie Type
c2 s;2 CO HC co2 SPM co2 1990, 1994 and | |Year and One for Base Year
NOx SPM EAD | [N O NOx 200 Modelng Year
M for Modelng
co Year
HC
Figure 7b. EMISC Spreadsheet File Macro Menu
Macro Menu
CALCULATION TABLES
Petroleum Fualed Raodway Vehicies
*ALT-A* CO2 emissions
*ALT-8' NOx emissions
*ALT-C* 802 emissions
*ALT-D* SPM emissions
*ALT-E* CO smissions SUMMARY TABLES & GRAPHS
*ALT-F* HC emissions
*ALT-G' Lsad emissicns Emission Loads by Fuel Type
Electric Powared Vehicies *ALT-T* for Base and Modeling Yeas
*ALT-U* for 1990, 1994 and 2000
*ALT-H* CO2 emissions
*ALT4* NOx emissions Emission Loads by Vehicle Type
*ALT<* 802 emissions
*ALT-K* SPM smissions *ALT-V* for Base Year
*ALT-L* CO emissions *ALT-W* for Modellng Year
*ALT-M* HC emizsions
Diesal Fusled Trains

*ALT-N* CO2 emissions
‘ALT-O* NOx smissions
'ALT-P* §02 emissions
ALT-Q* 8PM emissions
*ALT-R* CO emissions
*ALT-S* HC emissions

*ALT-X* Graph of Emissions Load
To Print Summary Tables
°ALT-Y" Emissions Load (base and modeling year)

*ALT-Z Emissions Load by Vehicie Type
(base and modaiing year)
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40 Memory Requirements

To run the Transportation Sector Energy Demand and Emissions Model, the user’s IBM
compatible computer must have at least 375,000 bytes of random access memory (RAM)
available when Quattro Pro® is loaded. If the user has Microsoft Windows®, additional
memory can sometimes be freed-up if Quattro-Pro® is used outside the Window’s®
environment. To access Quattro Pro® from outside the Windows® environment simply type
Q at the DOS prompt (ie C>). When RAM is nearing full utilization the user may be
‘unable to view graphs and print tables or graphs. To view graphs or print, Save and Close
the linked files.

The four linked files of the Energy Demand portion of the model require 500,000 bytes of
RAM. If RAM is insufficient, either the FREIGHT side (TRAN-ECO, FREIGHT and
TRAN-SUM) or the passenger side (TRAN-ECO, PASSENG and TRAN-SUM) can be
opened and run separately. The freight and the passenger side use 225,000 and 350,000
bytes of RAM respectively.

The Emissions portion of the Transportation Model is composed of the EMISD and EMISC
files, they are linked to the PASSENG and FREIGHT files, which are iinked to the TRAN-
ECO spreadsheet. To open the EMISC, EMISD, PASSENG, FREIGHT and TRAN-ECO
files 650,000 bytes of RAM are required. Memory size limitations may dictate that the user
set the data inputs as desired in the TRAN-ECO, FREIGHT and PASSENG spreadsheets,
close all of them and then open the EMISD and EMISC spreadsheets. Memory will be
sufficient if 325,000 RAM are available. The opening and closing of files is necessary for
each spreadsheet file’s constituent formulas to be recalculated using the updated input data.
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5.0 Protection of Cells

The majority of cells in each spreadsheet are protected. A protected cell cannot be changed
by the user. This. safe-guards formulas, values and text from being altered by an
inexperienced user. High lighted cells are not protected. The values in the unprotected
cells can be changed by the user. These cells contain data that typically would be set or
updated by the user; such as economic variables, vehicle types, vehicle characteristics and
so forth.

To disable the protection for an entire spreadsheet, thereby allowing the user to change any
cell, bring the desired spreadsheet on screen then type in the following sequence: /OPD .,
The "/" activates the menu options at the top of the screen, "O" stands for Options, "P"
stands for Protection and "D" stands for Disable. To turn the protection back on, type
/OPE ; where "E" stands for enable. An individual cell or group of cells can be unprotected
by typing: /SPU ("S" stands for Style, "P" for Protection and "U" for Unprotect). Then using
the arrow keys, block out the area you wish to unprotect then strike the "Enter" key.

Resource Management Associates of Madison, Inc. 13
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6.0  Operating the Transportation Model

The following several pages outline the operation of the transportation model. The user
must first open the model within Quattro Pro®. The user should first open TRAN-ECO and
set the desired future years and economic data (fuel prices, elasticities etc.). The user
should then move onto enter baseline data in the PASSENG and FREIGHT files. After
all data is entered, the scenario can be "run" to calculate the energy use for the base and
future years. Energy demand data is presented in the TRAN-SUM spreadsheet. The
emissions spreadsheet files (EMISD and EMISC) can then be accessed (if necessary the
emission coefficients can be updated) and the emissions load for the energy demand
scenario can then be viewed.

It is suggested that inexperienced users follow the steps in the order presented below to
familiarize themselves with the operation of the model.

6.1  Running the Energy Demand Portion

Keystrokes Action/Discussion

L Open Quattro Pro®,
2. /[F Activates File Menu Options.
3. R To Retrieve a file. The Transportation Model should already be installed on

the hard drive of your computer. Move cursor, using the arrow keys, until
TRAN-SUM is highlighted, then strike "Enter". The computer will then ask
which "link option" you prefer. Choose "Load Supporting" and strike "Enter"
this opens all spreadsheets (TRAN-ECO, FREIGHT and PASSENG) which
are linked to the TRAN-SUM spreadsheet. If the message "there is not
enough memory for this operation" appears then escape with the "esc" key.
At this point it is advisable to open only one side of the energy demand
model (the passenger or freight side). To do this, press /F followed by O (for
"Open") and choose TRAN-SUM. Choose "Update Refs" at the Link Options
message. Then repeat the process for the PASSENG or FREIGHT files.

4. /W Activates the Window menu options,
5. 8 Stacks all active spreadsheets. You should see three or four active
spreadsheets.

6. Alt-0 Concurrently depress the "Alt" key and the "0" key. These key strokes allow
you to move between spreadsheets. Move cursor to highlight TRAN-ECO and
strike the "enter" key. The TRAN-ECO spreadsheet is now active.

1. "Home"  Strike the "Home" key. This action moves the user to the upper left-hand
corner of the spreadsheet. You are now viewing the macro menu. Always
press the "Home" key to return to the upper left-hand corner of the
spreadsheet and the macro menu.

8. The user can now move around the spreadsheet and update the unprotected
values listed in Table 1. The user can utilize the arrow keys, page up-and
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down keys, the tab and macros (see Figure 2) to move around the spreadsheet
file. For example by simultaneously typing "Alt" and "B" the cursor moves to
the upper left-hand corner of the fuel price worksheet.

Table 1: Unprotected Values Within The TRAN-ECO Spreadsheet

CELL CONTENTS

F24 Future name

E31 Modeling year

D38-40 Fuel types

G38..140 Fuel prices for 1989 - 2000

E38..F40 Annual fuel price growth rates

D50-59 Geographic zones

E50..159 Annual SP exogenous growth rates

E69.J78 Annual IACSP exogenous growth rates (these can be taken
from the RMA Industrial Energy Demand Model (Resource
Management Associates 1991) for the same years).

ELASTICITIES

E86 Income/SP elasticity of trip making

E90 Income/IACSP elasticity of shipping

E9%4-96 Fuel price elasticity of trip making by passenger vehicles

E100-102 Fuel price elasticity of shipping by freight vehicles

E107-109 Fuel price elasticity of passenger vehicles fuel cfficiency

E114-116  Fuel price elasticity of freight transportation fuel efficiency

1106-108 Average vehicle life (years) of passenger vehicles

1113-115 Average vehicle life (years) of freight vehicles

Keystrokes Action/Discussion

9. After changes are completed in the TRAN-ECO file the user should move to
the FREIGHT spreadsheet file.

10. Alt-0 Then move cursor to highlight "FREIGHT" and strike the "Enter" key. Now
the FREIGHT spreadsheet is active.

11. "Home"  Strike the "Home" kzy. This action moves the user to the macro menu in the
upper left-hand corner of the spreadsheet.

12, The user can now move around the spreadsheet using macros (Figure 4) and
update the unprotected values, listed in Table 2.
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Table 2: Unprotected Values Within The FREIGHT Spreadsheet

CELL CONTENTS
C39.H39  Vehicle types

TRIP LENGTHS
C41..H41 for base year
C42.H42  for future year

LOAD FACTOR
C44.H44  for base year
C45..H45 for future year

FUEL EFFICIENCIES FOR BASE YEAR

C48..H48 for gasoline

C49..H49 for diesel

C50..H50 for electricity

D78-134 IACSP adjustment factor override

F78-134 Fuel price adjustment factor override

K10..P60 Ton kilometers/year by mode and fuel type for the base year

Keystrokes  Action/Discussion

13. When updates are completed in the FREIGHT spreadsheet file, the user
should move to the PASSENG spreadsheet.

14. Alt-0 Then move cursor to highlight PASSENG ard strike the "Enter" key. Now the
PASSENG spreadsheet is active.

15. "Home" ‘This action moves the user to the macro menu in the upper left-hand corner
of the spreadsheet.

16. The user can now move around the spreadsheet using the macros in
Figure 3b and update the unprotected values listed in Table 3.
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Keystrokes
17.

18. ALT-0
19. "Home"

20.

Table 3: Unprotected Values Within The PASSENG Spreadsheet.

CELL NTENT
D37.M37  Vehicle types

TRIP LENGTHS
D39.M39  for base year
D40..M40  for future year

LOAD FACTORS
D42.M42  for base year
D43.M43  for future year

FUEL EFFICIENCIES FOR BASE YEAR

D46.M46  for gasoline

D47.M47  for diesel

D48.M48  for electricity

F82-138 SP adjustment factor override

H82-138 Fuel price adjustment factor override

P11..Y61 Passenger trips per day by mode and fuel type for the base year

Action/Discussion

When the updates are completed you should move into the TRAN-SUM
spreadsheet.

Move cursor to highlight "TRAN-SUM" and strike the "Enter" key.

Once the spreadsheet has been retrieved, strike the "Home" key, to move to
the macro menu.

There are no values to update on this spreadsheet. This spreadsheet
summarizes the results of the FREIGHT and PASSENG spreadsheets on
several different tables. Macros in the TRAN-SUM spreadsheet (Figure 5)
open energy-demand and energy-intensity graphs (press the "ESC" key when
completed viewing graphs) as well as printing summary tables for energy
demand.

If not enough memory exists to view graphs or print tables or graphs, Save
and Close each of the files linked to TRAN-SUM (ie TRAN-ECO, PASSENG
and FREIGHT). After viewing and printing graphs and tables the linked files
can be opened easily using the /TUO command (Tools, Update links, Open)
then choose the spreadsheets you wish to open.

Note: The Total Energy Demand table is constructed to summarize data for
1990, 1994 and 2000. The values on this table will only be accurate if the user
models 1994 and then models year 2000. The "CIRC" flag appears at the
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2
2

2

1. /F
2.V

3. JF

4. X

6.

bottom of the computer screen because formulas for the 1994 values in the
Total Energy Demand table refer to the same cell where the formula is
written. This flag should be ignored by the model user.

After the model user has calculated energy demand of a particular scenario,
the emissions implications can now be calculated and viewed. First, the user
must exit the Energy Demand portion of the model.

Activates File menu options.

This "saVes all" of the active files. Only save those files whose updates you
are satisfied with, by ckoosing "Replace" when the computer prompts you with
"File Already Exists". If the user does NOT wish to save a file because it is
in a unacceptable condition, select "Cancel" when prompted by the computer;
"File Already Exists".

Activates File Menu Options.

eXits the user from all active files and Quattro Pro®.

2 Running the Emissions Portion

After a Energy Demand Scenario has been modeled the resulting Emission Loads can be
determined using the EMISD and EMISC spreadsheet files. The Emissions model has links
to the PASSENG, FREIGHT and TRAN-ECO spreadsheet files.

Keystrokes

4.

N L

el S e

JF
R

/TUO

. WS
. /WP

. "Home"

Action/Discussion

Open the Quattro Pro® Program.

Activates File Menu Options.

Move cursor, using the arrow keys, until "EMISD" is highlighted, then strike
"Enter”. Choose "Update References" on the "Link Options" menu and strike
"Enter". This refreshes all the spreadsheet links to TRAN-ECO, FREIGHT
and the PASSENG spreadsheet files and recalculates all linked formulas.
This key-stroke sequence allows the user to open a inactive linked file (eg
EMISC, PASSENG, FREIGHT or TRAN-ECO). /T opens the Tools menu,
U activates the Update links command and O triggers the Open (linked file)
option. Under the Open option a list of all linked files, which are not
currently active, are presented. Choose the EMISC file using the arrow keys
then strike "Enter". Now both of the emission spreadsheet files are open.
To stack the active files type /W (Window menu) and S (stack).

This key-stroke sequence allows the user to move between active
spreadsheets. Select the EMISD spreadsheet with the arrow keys and strike
“Enter".

This action moves the user to the upper left-hand corner of the spreadsheet
and macro menu.

The user car now move around the spreadsheet and update the unprotected
values licted in Table 4.

Resource Management Associates of Madison, Inc. 18
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Table 4: Unprotected Values Within The EMISD Spreadsheet

CELL NTENT '
GASOLINE AND DIESEL EMISSION FACTORS (in grams/km traveled) BY
VEHICLE TYPE

U15-26 NOx, base year

V15-26 SO2, base year

W15-18 Lead, base year (for gasoline vehicles only)
AD15-26 NOx, future year

AE15-26 SO2, future year

AF15-18 Lead, base year (for gasoline vehicles only)

GASOLINE AND DIESEL EMISSIONS FACTORS (in grams/litre of fuel
consumed) BY VEHICLE TYPE

W35-48 COZ2, base year

AH35-48 CO2, future year

FOR DIESEL FUELED TRAINS
U35-36 SPM, base year
V35-36 SO2, base year
Z269-70 NOx, base year
Z294-95 CO, base year
Z121-122 HC, base year
AD35-6 SPM, future year
AE35-36 SO2, future year
Al69-70 NOx, future year
Al94-95 CO, future year
Al121-122  HC, future year

GASOLINE AND DIESEL EMISSION FACTORS BY VEHICLE SPEED AND
TYPE :

U62..Y75 NOx, base year

U87..Y100 CO, base year

U114..Y127 HC, base year

AD62..AH75 NOx, future year

ADS87.AH100 CO, future year

AD114..AH127 HC, future year

ROADWAY VEHICLE AVERAGE SPEEDS
AK11..AS11 Base year
AK12..AS12 Future year
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ELECTRIC POWER EMISSIONS AND POWER GENERATION MIX

10. "Home"

11

AWI2-BB17 power plant emissions (by fuel type and pollutant)
AW25..BB25 base year, electric power generation mix
AW26..BB26 future year, electric power generation mix

After updates are made the user may now view the pollutant load implications
of the energy demand scenario. To do this the user must move to the EMISC
spreadsheet file. The /WP key-stroke sequence allows the user to move
between active spreadsheets. Select the EMISC spreadsheet with the arrow
keys and strike "Enter".

The user is now at the upper left hand corner, the macro menu. The Macro
Menu is presented in Figure 7b

The user may view and print the emissions load of the scenario by using the
macro commands (Figure 6b). Macros in the EMISC spreadsheet display net
emissions load tables, graphs (press the "ESC" key when completed viewing
graphs) and print summary tables (the marco for the print command will have
to be rewritten if the printer is unable to "Print to Fit").

If memory limitations do not allow the user to view and print graphs or tables,
Save and Close the files linked to EMISC.

Note: One of the emission load tables is constructed to summarize data for
the years 1990, 1994 and 2000. The values on this table are only guaranteed
to be accurate if the user sequentially models 1994 and then 2000. The
"CIRC" flag will be present at the base of the computer screen, because
formulas for the 1994 values in the total emissions Load table refer to the
same cell in which the formula is written. The flag should be ignored by the
medel user.

If the model user wishes to view the emissions implications of a different
scenario (or future year), and enough memory exists to have EMISD, EMISC,
TRAN-ECO, FREIGHT and PASSENG open, the user may simply make the
necessary changes and then wait until recalculations are complete (the BKGD
flag will turn off). If memory space is lacking, close the emissions
spreadsheets (following steps 13 & 14 below) open TRAN-ECO, FREIGHT
and PASSENG, make the desired changes, then close those files (following
steps 21-24 above} and then open the EMISD and EMISC files (following
steps 1-4 above).

Resource Management Associates of Madison, Inc. 20
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To exit the emissions portion of the model:

13. /F Activates File Menu Options.

4. X This will Exit the user from each active spreadsheet. If the user is satisfied
with the condition of each file and wants to save the new file with the results,
instruct the computer to "SAVE & EXIT" when asked "Lose your changes and
Exit?" and "REPLACE" when informed that "File already exists".

If a file is in a unacceptable condition and the user does not wish to save the
changes select "Yes" when asked; "Lose your changes and Exit?".
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7.0  Calculation Procedures
7.1  Calculating Future Values of Net Material Product and Net Industrial Product

It is assumed that citizen’s trip-making rates are directly related to the health of the national
economy, reflected by the Social Product. The model requires the user to input exogenous
projections for the underlying annual growth rates for Social Product (SP). The projections
_must be specified under the assumption of constant real energy prices. The SP of the future
year (SPy) is determined in the TRAN-ECO spreadsheet at the end of period i, as follows:

SP, = SP_ x (1+1,)' 1)

SP, is the Social Product of the economy at the beginning of period i, r, is the exogenously
determined annual growth rate for period i, and t is the length in years of period i. The
change in the SP of the base and future years are linked passenger trip making (section 7.2).

The FREIGHT energy demand is assumed to be affected by the growth (or decay) of the
industrial, agricultural and construction sectors. Projections of Industrial, Agricultural and
Construction Sectors Social Product (IACSP) are linked to variations in shipping rates.
Projections for the IACSP can be calculated by the RMA Industrial Sector Energy Demand
Model (Resource Management Associates, 1992), using a formula analogous to formula (1).
(Forecasts of exogenous IACSP from other sources can be used). In the RMA Industrial
Model the forecasted variations in industrial, agricultural and construction sector output are
adjusted by the effects of changing fuel prices (see Section 7.1, Industrial Model, Resource
Management Associates, 1992). The price-adjusted growth rates were then entered into the
TRAN-ECO spreadsheet file in the Transportation Model.

72  Determining Adjustment Factors for Future Year Shipping and Trip Making Rates
7.2.1 SP and IACSP Adjustment Factors

In the passenger transportation portion of the model, the number of passenger teips in the
future year is dependent upon the impact of (elasticity between) variations in fuel prices and
SP on trip making. The relationship between SP, fuel price and future year trip making
rates are quantified by two elasticity terms, the fuel price and SP elasticities of trip making,.
The SP elasticity is defined as:

E,, = (3T/T)/@SP/SP)
E,, x (3SP/SP) = (3T/T)

Resource Management Associates of Madison, Inc. 22
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where:
E,, = trip making elasticity of social product
dT = derivative of trip making rate
T = trip making rate
dSP = derivative of social product
SP = current social product

Integrating both sides with the base-year and future-year trips (T,T,) and SP (SP,, SP;) as
the limits of integration and solving for the future trips, we obtain:

T, = 10exp(E,, x (log SP; - log SP,) + log T] (2)

where: T; = trips, future
E,, = trip making elasticity of SP
SP; = SP, future (future year)
SP, = SP, current (base year)
T, = trips, current
(exp = exponent)

Normalizing the current number of trips, T,, to one in formula (2) and setting T, equal to
AF, results in:
AF_, = 10exp(E,, x (log SP; - log SP. )] (3)

where: AF,, = the SP adjustment factor

The SP adjustment factor is used to adjust future year passenger trip-making rates based
upon the health of the national economy (measured by SP). The trip making rate in the
future year increases if the adjustment factor is greater than 1 or decreases if the adjustment
factor smaller than 1. Formula (3) is used in the TRAN-ECO spreadsheet. An idezitical
algorithms is used for determining the adjustment factors for freight shipping, except SP is
replaced by the Industrial, Agricultural and Constructicn Sector Social Product (IACSP).

7.2.2 Fuel Price Adjustment Factors

A second type of adjustment factor is calculated within the TRAN-ECO file to determine
the impact of changing fuel prices upon trip making and shipping rates.

AF,, = 10exp[E;;, x (log FP; - log FP,)] (4)

where: AF, = the fuel price adjustment factor

Ef trip making/shipping elasticity of fuel price
F[Pf fuel price future
FP, = fuel price current
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73  Determining Future Year Trip Making and Shipping Rates

Future year passenger trip making rates are determined by multiplying base year trip making
rates by both the SP.and the fuel price adjustment factors, as in formula (5).

T, = AF x AF, x T, (5)

where: AF,, = SP adjustment factor
AF;, = fuel price adjustment factor
T, = trips made in the base year
T, = trips made in the future year
Formula (5) is used within the PASSENG spreadsheet. A similar formula, which replaces
AF,, with AF,, ., and T, (where T, is the tons shipped in the base year), is used within the
FR]EIGHT spreadsheet, to calculate the future year shipping rate.

74  Determining Vehicle Fuel Efficiency Adjustment Factors

As fuel prices increase newly manufactured vehicles are modeled to be more tuel efficient.
Future year fleet fuel cfficiencies are dependent upon past changes in fuel prices, the
fraction of vehicle stock that was replaced in each modeling interval and the elasticity factor
which relates fuel price and fuel efficiency improvements of vehicles (the fuel price elasticity
of fuel efficiency). First, the fraction of vehicles replaced during each modeling time
interval (for example 1990 to 1992) is determined:

VFs0 = VL/Toq (6)
where: VFy4,= vehicle fraction built between 1990 and 1992
VL = average expected vehicle lite

Tos; = number of years between 1990 and 1992

Then the incremental fuel efficiency adjustment factor is calculated for each modeling
period (equation (7)).

AFifeg, 5, = 10exp[Eq(logPs,-logPy)] (7
where: AFifey ,= incremental fuel efficiency adjustment factor, 1990 to 1992
E.. = fuel price elasticity of fuel efficiency
Py, = fuel price 1992
Py, = fuel pricc 1990

The incremental fuel efficiency adjustment factor is then applied to the corresponding
fraction of vehicles manufactured during that modeling period (equation (8)).
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FERgg, = AFifegqq, x VFgy, (8)

where: FERy, 4, = incremental fuel efficiency response; 1990 to 1992
The fuel efficiency response values are then added for each vehicle age group and added
to the remaining fraction of vehicles built before the base modeling year (the pre-1990 fuel

efficiency adjustment factor can be thought to equal 1). This equals the net fuel efficiency
adjustment factor for that particular modeling interval (for example 1990 to 1994);

AFnfeg, o, = P9OVE,, + FERy, + FERg,, 9)

where: AFnfey, g, net fuel efficiency adjustment factor for the 1994 future year

no

P90vf,, fraction of vehicles built before 1990 and still operating in 1994
FERy, o, = fuel efficiency response 1990 to 1992
FER,, , = fuel efficiency response 1992 to 1994

The net fuel efficiency factors are calculated within the TRAN-ECO spreadsheet file and
used in the FASSENG and FREIGHT spreadsheet files to adjust future year vehicle fuel
efficiencies.

7.5  Calculating Energy Demand in the PASSENG and FREIGHT Spreadsheet Files

Energy demand within the PASSENG and FREIGHT spreadsheet files is calculated in a
step-wise fashion. The daily passenger trip making rates by mode, zone and fuel type are:
1) multiplied by average trip length and 365 days/year (resulting in passenger
kilometers/year)
2) divided by the load factor (resulting in vehicle km/year)
3) multiplied by vehicle fuel efficiency (resulting in liters/year or Kwh/year) and
4) converted to Tera-joules/year of fuel demanded.
In the FREIGHT spreadsheet file shipping rates (in Ton Km/year, by mode, zone and fuel
type) are:
1) multiplied by load factor (resulting in vehicle kilometers/year);
2) multiplied by fuel efficiency (resulting in liters/year or Kwh/year consumed) and
3) converted to Tera-joules/year of fuel demanded.

7.6  Methodology used to Determine Vehicle Emissions

Emissions for electric powered and petroleum fueled vehicles are determined in four
methods. Emissions for diesel and gasoline fueled roadway vehicles are calculated using
emission coefficients for U.S. pre-emissions control levels.

Method 1, Roadway Vehicle emission coefficients for NOx, CO, and HC (in grams
of pollutant per vehicle-kilometer traveled), are dependent upon the speed of the vehicle.
Therefore, average vehicle speed must be entered into the model. The calculated emissions
values are then multiplied by the distance traveled, resulting in net emissions.
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A7

B47

C47

Passenger Vehicle Trip Lengths:

Train
3615x10 "~ 6pkm/32.3x10~ 6p = 112 km

Trolley Bus
1212.4x10 ~ 6pkm/303.1x10~ 6p = 4 km

Bus, diesel
6677.2x10 "~ 6pkm/686.1x10 " 6p = 9.73 km

D,E47 Van and Car

F47

estimated to equal trip length for taxi.

Taxd
221x10 " 6pkm/16.7x10 " 6p = 13.23 km

Freight Vehicle Trip Lengths:

A-D55 All Freight

26775x10 ~ 6tkm/170.01x10" 6t = 157.5 km

72% freight by train

27% [reight by truck
if average trip length TRAIN = 185km (estimated)
then; .73°185 + .27%trucktl = 157.5
and average trip length TRUCK = 83 km

B-D55 Large Truck, Small Truck and Van

BS54

CS4

AS2

AS3

Bs3

Cs2

. ES2

F52

all treated as TRUCKS, with trip length = 83 km

Freight Load Factors:

Large Truck
38t/v [maximum capacity] * .77 [capacity of utilization] = 29.26t

Small Truck
1%Jv [maximum capacity) * .83 [capacily of utilization] = 1577t

Passenger Trips Per Day:

Train, diesel
for all trains; 32.2x10 " 6pt/year*year/365days = 88219pt/day
for diesel; 88219pt/day-3600pt/day [sec below) = 84619pt/day

Train, electric
The only electrified rail is between Vilnius and Kaunas.
If we assume 20 one way trains/day then;
20vt/day*180p/v = 3600 pt/day

Trolley-Bus, electric
303x10 ™ 6 pt/year*year/365days = 830411 pt/day

Bus, diesel
686.1x10 " 6pt*year/365days = 1879726 pt/day

Car, gasoline
Assume all gasoline is used in cars and taxis.

Total gasoline demand for 1990 = 1.546x10~ 6t*44GJ/t*L/.0326GJ = 2086.6x10~ 6L/yr
Gasoline demand for cars; 2086.6x10 " 6 L - 8.2875x10 ~ 6L {used by taxis) = 2078.3x10~6 L
then, 2078.3x10 "~ 6L/yr*vkm/.075L*2p/v*trip/13.25km*yr/365d* = 11.46x10~ 6 ptrip/day
11.46pt/day/3.7x10 ~ 6 people = 3 passenger trips/day per captia

Taxi, gasoline :
16.7x10 ~ 6pt®year/365days = 45753 pl/day
fuel use; 221x10” 6pkm/y®*v/2p*.075L/vkm = 8287500 LAyt



Tons Shipped per year:

A60 Train, dicsel
Net tkm/yr = 19260x10 ~ 6tkm
Net tkm/yr for diescl; 19260x10 ~ 6tkm - 28x10 ~ 6tkm [see below] = 19232x10° 6 tkm/yr

A61  Train, electric
The only electrificd rail is between Vilnius and Kaunas.
If we assume 40 one way freight trains/day then;
40vt/day*621t/v*365day/yr = 28x10" 6 tkm/yr

B-D60 Truck, diesel
Net = 7336x10 " 6tkm

Estimated break down: 75% large trucks = 5502x10" 6tkm
20% small trucks = 1467x10” 6tkm
5% vans = 366x10 " 6tkm
KEY TO ABBREVIATIONS:
t-tonne
p-passenger
v-vehicle

pt-passenger trip
vt-vehicle trip

vk -vehicle kilometer
vmiles-vehicle mile

tk -tonne kilometer

Pk -passenger kilometer
L-litre

us gal-United States gallon
cdngal-Canadian gallon
KJ-kilojoule
MJ-megajoule
GJ-gigajoule
KWH-kilowatthour
gee-grams coal equivalent
Kgce-kilogram coal equivalent
tce-tonnes coal equivalent
toe-tonne oil equivalent



DATA SOURCES for the BASE YEAR and BASE CASE SCENARIO DATA for the
LITHUANIAN ENERGY DEMAND MODELS

CELL(S)
A,GH-1

A2.All

G2..Gl11
Al2
Al3
Al4
AlS
Al6..17

Al8
C12..18
H12..14
H15
H16..17
H18
[12..14
I15
116..18
A19..D27

A-F46
A-C & F47

D,E47
A49,50

B50,C49
D48,49

E,F48

Reference

Table A-1, Lithuanian: National Accounts (Own Methodology), data
compliled for USAID Emergency Energy Project 1/92.

Industrial, Agircultural and Construction Sector Outputs, Table A-1,
Lithuanian: National Accounts (Own Methodology), and additional data,
provided to USAID Emergency Energy Project 1991 by the government of
Lithuania.

need

need

?

?

Table 40, Average tariff of electrical energy supplied to different consumer
groups, from Lithuanian Energy 1990 Indices, pub.1991.

Table 41, Average tariff of supplied heat, -"-

Estimated

Table 2, untranslated table of oil product prices for 1991 and projected prices,
for 1992, provided to USAID Emergency Energy Project by the government
of Lithuania, 1/92

Table 5, untranslated table of natural gas accounts and prices for 1991 and
projected prices for 1992, -"-

Table 40, Average tariff of electrical energy supplied to different consumer
groups, from Lithuanian Energy 1990 Indices, pub. 1991,

Table 41, Average tariff of supplied heat, -"-

Document from the Lithuanian Energy Ministry, Energy Prices for 1-Jan-1992,
Projected natural gas price as reported by Mike Ellis documentation of a
meeting with the Lithuanian deputy minister of energy in his trip report,11/91.
Document from the Lithuanian Energy Ministry, Energy Prices for 1-Jan-1992,
Compiled from 4 tables of industrial consumption of heat, electricity, gas and
oil, provided to USAID Energy Pricing Refrom Project by the government of
Lithuania, 1991.

Estimated

Comopiled from tables of million passenger kilometers and passengers per year
on public transportation, from Lithuanian Social Indices Year 1990, publ.
Informacinis-Leidybinis Centras, Vilnius 1991, p148-149.

Assumed to be indentical to the average trip length of taxis.
Czechoslovakian data provided by SEVERn for the USAID Emergency Energy
Pricing Reform Project, 5/91.

Fuel efficiency of a VW van as sold in the USA 1992 (according to VW
officials a similar van is being sold in the Baltic Nations).
Fuel efficiency of a used Yugo (compact car built in Yugoslavia) as sold in

(:;’.‘!

']‘ #



A-C&F
51.53

DS51.53
A54

B,C54

D54
A,B54

C57

D57,58

A59..D61

Notes:
CELL(S)

B22

Canada.

Compiled from tables of million passenger kilometers and passengers per year
on public transportation, from Lithuanian Sccial Indices Year 1990, publ.
Informacinis-Leidybinis Centras, Vilnius 1991, p148-149,

Same as the per capita autoraobile trip-making rate for Romania.

United Nations, 1990, Annual Bulletin of Transportation Statistics, United
Nations, New York, 281P. (Data for Czechoslovakia.)

Livin, Alston L., 1984, Railways and Energy, World Bank Staff Working
Papers, The International Bank of reconstruction and development,
Washington DC, Number 634. 80p. (Data for France.)

Freight capacity of a VW van as sold in the USA 1992 (a similar van is being
sold in the Baltic Nations).

Czechoslovakian data provided by SEVER, for the USAID Emergency Energy
Pricing Reform Project 5/91.

Livin, Alston L., 1984, Railways and Energy, World Bank Staff Working
Papers, The International Bank of reconstruction and development,
Washington DC, Number 634. 80p. (Data for France)

Fuel efficiency of a VW van as sold in the USA 1992 (a similar van is being
sold in the Baltic Nations).

Compiled from tables of million passenger kilometers and passengers per year
on public transportation, from Lithuanian Social Indices Year 1990, publ.
Informacinis-Leidybinis Centras, Vilnius 1991, p148-149. Truck shipping
broken down into 3 vehicle types (see calculations section).

Comment

Natural gas use in the construction and transportation sectors were combined
in the data provided. It was assumed the 76% of the cor“ined natural gas
consumption was by the construction sector. This is the same ratio as for the
consumption of heat for the two sectors.

c‘@?v



SCENARIO DAT:
-fuel prices

TRANSPORTATION ENERGY DEMAND MODEL, SCENARIO ASSUMPTIONS

.E.\'ARIO ONE and ONE ALT Annual Nominal Annual Estimates of Annual Real Price Changes
Price Changes 90-92
Pricing 90.92 C&PPI 1990.92 92.94 9396 96.98 98-2000
Gasoline (rblsfitre) 100%; 200%; 20% 0% 0% 0%
Diesel (rbls/litre) 100%; 200% 20% 0¥ 0% 0%
Elec. Transp, (r/kwh) 262 100 200%| 20% 0% 0 0
SCENARIO TWO and THREE Annual Norinal Annual Estimates of Annual Real Price Changes
Price Changes 90-92
Pricing 90.92 C&PPI 1990-92 92.94 94.96 96-98 98.2000
Gasaline (rblsflitre) 1009 50%) 20%| 0% 0% 0%
Diesel (rblsflitre) 100% 50%] 20% 0% 0% 0%
Elec. Transp. (r/kwh) 262 141 50 20%; 0 0 0%
-gross social product
TRANSPORTATION SCEANARIOS
Estimated Real Annual Growth Rate (% Change)
91-92 93-94 95-96 97-98 99-2000
Gross Social Product estimated | estimated | estimated | estimated | estimated
Scenarios ONE, ONE alt and TWO -0.1 0 0.05 0.05 0.05
Scenario THREE -0.1 0.07 0.07 0.07 0.07

-fuel efficiency elasticity of price

TRANSPORTATION SCENARIOS ONE, TWO and THREE
Fuel Efficiency Elasticity

of Fuel Price
Gasoline
Diesel
Electricity

TRANSPORTATION SCENARIO ONE alt

Fuel Efficiency Elasticity

of Fuel Price
Gasoline
Diesel
Electricity

Passenger Freight
67 -0.4 -0.4
68 -0.4 -0.4
69 -0.4 -0.4

Passenger Freight
67 -0.2 -0.2
68 -0.2 -0.2
69 -0.2 -0.2
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INDUSTRIAL, AGRICULTURAL AND CONSTRUCTION
SECTOR ENERGY DEMAND SCENARIOS

USING THE
RMA INDUSTRIAL ENERGY DEMAND MODEL

A PORTION OF THE
ENERGY PRICE REFORM WORKSHOP
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[FELLEEXESE RN RSN R RN RN 24 X869 355% 63330

'DATA INITIALIZATION MODULE* caseTiTLEE  SCENARIO 2

'l..ﬂll.l.‘l..'......"'. SEEESAEES SRS S

o

Basc year Projected years (Can specify up to 5 future years)
1990 1992 1994 1996 1998 2000
1990 ENERGY CONSUMPTION BY SECTOR AND FUEL
Electric  Heat Gas Fuel Oil Other Other Other
(GWH) (T)) (Ktce) (Ktce)
Agriculture 2700 660 199 663 0.00 0.00 0.00
Food & Beverage. 480 630 313 240 0.00 0.00 0.00
Metal Prds & Machinery 1250 550 325 190 0.00 0.00 0.00
Construction & NF Min Prod 1160 710 420 1172 0.00 0.00 0.00
Light Industry 610 320 142 90 0.00 0.00 0.00
Wood & Paper 560 440 207 17 0.00 0.00 0.00
Chemical 1190 700 383 236 0.00 0.00 0.00
Petroleum & Refining 460 410 0 1034
Other 210 360 86 23 0.00 0.00 0.00
TOTAL 86200 4780.0  2075.00  3819.00 0.00 0.00 0.0
1990 ENERGY PRICES (Roubles/quantity of fucl)
Electri~  Heat Gas Fuel Gil Other Other Other
(RKWH) (R/GJ) (R/m~3) (R/tonne)
0.03 1.99 0.03 24.50
1990 TOTAL OUTPUT PROJECTED ANNUAL EXOGENOUS GROWTH
(E6R) 1991-92 1993-94  1995-96 1997-98 1999-2000
Agriculture 6335 -10% 0% 5% 5% 5%
Food & Beverage. 3580 -10% 0% 5% 5% 5%
Metal Prds & Machinery 3444 -15% -10% 0% 0% 0%
Construction & NF Min Prod 3394 -10% -5% 0% 5% 5%
Light Industry 2865 -10% -5% 0% 7% 10%
Wood & Paper 691 -10% 0% 3% 3% 3%
Chemical 485 -10% 0% 5% 5% 5%
Petioleum & Refining 428 -20% -20% 15% 5% 3%
Other 615 -10% 0% 5% 5% 5%
TOTAL 21837
(To Return to Macro Menu, press "Alt-M")
FUEL CONVERSION FACTORS TO: (TJ)

Units:
Value:

Electric Heat Gas Fuel Oil Other Other Other
(TIIGWH (TI/TJ) [ti/ktce)  (TJ/ktce)
3.60 1.00 29.30 29.30

e
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TARGET INCREASES IN REAL ENERGY PRICES (in Roubles):

Electric = Heat Gas Fuel Oil
(RKWH (R/GJ) (R/m"3) (R/tonne)

1992 0.08 10.51 0.02 317.00

1994 0.11 15.13 0.03 535.73

1996 0.11 15.13 0.03  535.73

1998 0.11 15.13 0.03 535.73

2000 0.11 15.13 0.03 535.73

ENERGY PP ICE RESPONSE FOR EACH SUBSECTOR AND FUE

Electric Heat Gas Fuel Oil

Agriculture -0.20 -0.20 -0.20 -0.20
Food & Beverage. -0.30 -0.30 -0.30 -0.30
Metal Prds & Machinery -0.40 -0.40 -0.40 -0.40
Construction & NF Min Prod -0.40 -0.40 -0.40 -0.40
Ligiaalndustry -0.20 -0.20 -0.20 -0.20
W Paper -0.30 -0.30 -0.30 -0.30
Chemical -0.30 -0.30 -0.30 -0.30
Petroleum & Refining -0.40 -0.40 -0.40 -0.40
Other -0.10 -0.10 -0.10 -0.10

OUTPUT PRICE RESPONSE FOR EACH SUBSECTOR AND FUE

Electric  Heat Gas Fuel Oil

Agriculture -0.20 -0.20 -0.20 -0.20
Food & Beverage. -0.10 -0.10 -0.10 -0.10
Metal Prds & Machinery 0.00 0.00 0.00 0.00
Construction & NF Min Proc -0.20 -0.20 -0.20 -0.20
Light Industry 0.00 0.00 0.00 0.00
Wood & Paper -0.20 -0.20 -0.20 -0.20
Chemical -0.50 -0.50 -0.30 -0.50
Petroleum & Refining -0.50 -0.50 -0.30 -0.50

Other 0.00 0.00 0.00 0.00
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Energy Consumption
Indus Agri & Constr Sectors
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Energy Intensity
Indus Agri & Constr Sectors
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DATA INITIALIZATION MODULE*
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CASE TITLE:

SCENARIO 3

Base year Projected years (Can specify up to 5 future years)
1990 1992 1994 1996 1998 2000
1990 ENERGY CONSUMPTION BY SECTOR AND FUEL
Electric  Heat Gas Fuel Oil Other  Other  Other
(GWH) (TJ) (Ktce) (Ktce)
Agriculture 2700 660 199 663 0.00 0.00 0.00
Food & Beverage. 480 630 313 240 0.00 0.00 0.00
Metal Prds & Machirery 1250 550 325 190 0.00 0.00 0.00
Construction & NF Min Prod 1160 710 420 1172 0.00 0.00 0.00
Light Industry 610 320 142 90 0.00 0.00 0.00
Wand 4 Paper 560 440 207 17 0.00 0.00 0.00
Cl.emical 1190 700 383 236 0.00 0.00 0.00
Petroleum & Refining 460 410 0 1034
Other 210 360 86 23 0.00 0.00 0.00
TOTAL 8620.0 4780.0 2075.00 3819.00 0.00 0.00 0.0
1990 ENERGY PRICES (Roubles/quantity of fuel)
Electric  Heat Gas Fuel Oil Other  Other  Other
(RKWH. (R/GJ) (R/m~3) (R/tonne)
0.03 1.99 0.03 24.50
1990 TOTAL OUTPUT FROJECTED ANNUAL EXOGENOUS GROW
(E6R) 1991-92  1993-94 1995-96 1997-98 1999-200
Agriculiure 6335 -10% 0% 5% 5% 5%
Food & Beverage. 3580 -10% 0% 5% 5% 5%
Metal Prds & Machinery 3444 -15% -10% 0% 0% 0%
Construction & NF Min Prod 3394 -10% -5% 0% 5% 5%
Light Industry 2865 -10% -5% 0% 7% 10%
Wood & Paper 691 -10% 0% 3% 3% 3%
Chemical 485 -10% 0% 5% 5% 5%
Petroleum & Refining 428 -20% -20% 15% 5% 3%
Other 615 -10% 0% 5% 5% 5%
TOTAL 21837
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TARGET INCREASES IN REAL ENERGY PRICES (in Roubies):

Electric  Heat Gas Fuel Oi!  Other
(RKKWH (R/G]) (R/m~3) (R/tonne) 0
1992 0.08 10.51 0.02 317.00
1994 0.17 23.65 0.04 713.25
1996 0.17 23.65 0.04 71325
1998 0.17 23.65 0.04 713.25
2000 0.17 23.65 0.04  713.25

ENERGY PRICE RESPONSE FOR EACH SUBSECTOR AND FUEL TYPE:

Electric Heat ~ Gas  FuelOil  Other

Agriculture -0.20 -0.20 -0.20 -0.20
Food & Beverage. -0.30 -0.30 -0.30 -0.30
Metal Prds & Machinery -0.40 -0.40 -0.40 -0.40
Construction & NF Min Prod -0.40 -0.40 -0.40 -0.40

Li dustry -0.20 -0.20 -0.20 -0.20

W Paper -0.30 -0.30 -0.30 -0.30
Chemical -0.30 -0.30 -0.30 -0.30
Petroleum & Refining -0.4C -0.40 -0.40 -0.40

Qther -0.10 -0.10 -0.10 -0.10

QUTPUT PRICE RESPONSE FOR EACH SUBSECTOR AND FUEL TYPE:

Electric Heat Gas Fuel OQil Other

Agriculture -0.20 -0.20 -0.20 -0.20
Food & Beverage. -0.10 -0.10 -0.10 -0.10
Metal Prds & Machinery 0.00 0.00 0.00 0.00
Construction & NF Min Prod -0.20 -0.20 -0.20 -0.20
Light Industry 0.00 0.00 0.00 0.00
Wood & Paper -0.20 -0.20 -0.20 -0.20
Chemical | -0.50 -0.50 -0.30 -0.50
Petroleum & Refining -0.50 -0.50 -0.30 -0.50
Other 0.00 0.00 0.00 0.00
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Energy Consumption
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ESTIMATED PRICE ELASTICITY OF DEMAND
used in Romanian model

Agriculture

Food & Beverage

Metal Prds & Machinery
Construction & NF Min Prod
Light Industry

Wood & Paper

Chemical

Petroleum & Refining

Other

ESTIMATED PRICE ELASTICITY OF OUTPUT
used in Romanian model

Agriculture

Food & Beverage

Metal Products & Machinery
Construction & NF Min Prod
Light Industry

Wood & Paper

Chemical

Petroleum & Fefining

Other

Price Elasticity of Demand

Qii Pred. Nat Gas Elec. -Heat Other

-0.4 -0.4 -0.3 -0.3

-0.4 -0.4 -0.3 -0.3

-0.2 -0.2 -0.2 -0.2

-0.2 -0.3 -0.2 -0.2
-0.25 -0.25 -0.25 -0.25
-0.4 -0.4 -0.3 -0.3

-0.4 -0.5 -0.35 -0.35

-0.4 -0.5 -0.35 -0.35
-0.25 -0.25 -0.25 -0.25

Price Elasticity of Output
Oil Prod. Nat Gas Elec. Heat Other

0 0 0 o]

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

-0.5 -0.5 -0.4 -0.4

-0.5 -0.5 -0.4 -0.4

0 0 0 0




ESTIMATED PRICE ELASTICITY OF DEMAND
used in Czechoslovakian model

Agriculture

Food & Beverage

Metal Prds & Machinery
Construction & NF Min Prod
Light Industry

Wood & Paper

Chemical

Petroleum & Refining

Other

ESTIMATED PRICE ELASTICITY OF OUTPUT
used in Czechoslovakian model

Agriculture

Focd & Beverage

Metal Products & Machinery
Construction & NF Min Prod
Light Industry

Wood & Paper

Chemical

Petroleum & Refining

Other

Price Elasticity of Demand

Oil Prod. |[NatGas - Elec. Heat Other
-0.25 -0.25 -0.25 -0.25
-0.25 -0.25 -0.25 -0.25
-0.11 -C1 -0.22 -0.1
-0.22 -0.22 -0.22 -0.22

-0.2 -0.2 -0.2 -0.2
-0.16 -0.16 -0.16 -0.16
-0.23 -0.23 -0.23 -0.23
-0.23 -0.23 -0.23 -0.23

-0.2 -0.2 -0.2 -0.2

Price Elasticity of Output

Oil Prod. |NatGas |[Elec. Heat Other
-0.11 -0.08 -0.1 -0.1
-0.11 -0.08 -0.1 -0.1
-0.11 -0.1 -0.22 -0.1

-0.1 -0.4 -0.8 -0.34

-C.1 -0.1 -0.2 -0.1

-0.1 -0.08 -0.08 -0.12
-0.22 -0.55 -0.3 -0.£2
-0.22 -0.55 -0.3 -0.52

-0.1 -0.1 -0.2 -0.1
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BASELINE DATA
for the TRANSPORTATION ENERGY DEMAND MODEL

A
Eztimatad Socia' 7 roducts o min of REAL Rubles
1990 1992 1954 1996 1958 2000
Gross Socisl Product 1 25097 20329 20329 2412 24710 42
Indus, Agri & Constr Social Product 2 21437 17303 16207 171200 18820 20758
{ Agricultural 3 633¢ 5131 s131 5657 6237 877
Food & Beversge 4 3580 2900 2900 i 3528 3885
4stal Produ:ts & Mackinery s My 2488 2016 2016 2016 2016
Cosstruction & NF Min Prod (] 3394 249 2481 4] 2735 316
Light lndusery 1 2865 221 2094 204 2398 201
Wood & Paper 8 691 s6c 560 594 630 668
Chemical 9 485 393 393 413 478 526
Petrolsum & Refining 10 428 Pl 175 22 256 an
Other 1n 615 498 498 349 €06 668
B C D E P (] H
timated Rea! Ansual Growth Rats (% Change) Actus} Activity
9192 9394 95.96 9798 99-2000 (mla rbb)
k! d d d i 4 eatinated estimatsd 1989 1991
Socisl Product 1 0.1 0 0.05 0.0§ 0.08 24836 34007
. Agri & Coustr Social Product 2 <0.1098 0.0322 0.0302 0.0460 00502 21575 5350
Agriculrunal 3 0.1 0 0.08 0.08 0.05 5918
Food & Beverage 4 {1 0 0.08 0.08 0.05 3752
Metal Products & Machisery 5 ] 0.1 0 0 0 MD
Constructios & NF Min Prod 6 0.. .05 0 008 0.0§ 3245
Light Industry ) 2.1 0.0 0 007 01 297
Wood & Paper 8 0.1 ] 003 0.03 0.03 122
Chemical 9 0.1 0 0.08 008 0.0§ 2
Petroleum & Rafining 10 02 0.2 0,15 008 0.03 352
Other 11 0.1 ] 0.0§ 008 0.0§ 644




BASELINE DATA

for the TRANSPORTATION ENERGY DEMAND MODEL

IFUEI. PRICES

A
Real Estimates of Real Energy Prices (Rubles)
Prices Nominal Prices
1990 1992 1994 1996 1998 2000 1991 1992¢
Gasoline (rls/litre) 12 017 1.75
Diesel (rblsAlitre) 13 0.153 3
Fuel Oil (rbls/tonne) 14 24.50 317.00 456.48 456.48 456.48 456.48 83 1268
Natural Gas (rbls/m ~3) 15 0.0246 0.0188 0.0270 0.0270 0.0270 0.0270 0.06416 0.075
Elee. radust (r/kwh) 16 0.0295 0.0750 0.1080 0.1080 0.1080 0.1080 0.02927 0.3
Elec. Transp. (r/kwh) 17 0.0230 0.0750 0.1080 0.1080 0.1080 0.1080 0.02295 03
Heat (1/GI) 18 1.99 10.51 15.13 15.13 15.13 15.13 4.73 42.04
Other
FUEL PRICE CHANGES B D B F G
JAnnual Nominal Annual Estimales of Annual Real Price Changes
ricc Changes 9092

90-92 C&P Pl 199092 92.94 94-96 96-98 98-2000
Gasoline (rblsAlitee) 12 100%| 200%; 20%; C%; 0% 0%
Diesel (rblsAitre) 13 100%) 200% 20%; 0% 0%, 0%
Fuel Oil (rbis/tonne) 14 619% 100% 260%; 20%; 0% 0% 0%
Natural Gas (rbls/m ~ 3) 15 5% 100% -13% 20% 0%, 0% 0%;
Elec. Indust. (r/kwh) 16 219% 1G0% 59%; 20% 0%; 0% 0%,
Elec. Transp. (r/kwh) 17 252% 100% 81%; 20%, 0% 0% 0%
Heat (r/GI) 18 360%] 100%) 130% 20%; 0% 0% 0%
Other
* Prices for January 1992

the natural gas price is projected
** Calculation of Real Growth rates for 1990-1992:
T = (p92/(pI0°(1+1) ~ 2) ~ 0.5)-1
where:
r = real annual prics growth rate

P92 = fuel price in 1992
P90 = fuel price 1990
i = rate of inflation (C&P PI)

£



BASELINE DATA

for the TRANSPORTATION ENERGY DEMAND MODEL

A B C D
!TIMATED PRICE ELASTICITY OF DEMAND Price Elasticity of Demand
Qil Prod. [NatGas [Elec. Heat Other
Agriculture 28 -0.2 -0.2 -0.2 -0.2
Food & Beverage 29 -0.3 -0.3 -0.3 -0.3
Metal Prds & Machinery 30 -0.4 -0.4 -0.4 -0.4
Construction & NF Min Prod 31 -0.4 0.4 -0.4 -0.4
Light Industry 32 -0.2 -0.2 -0.2 -0.2
Wood & Paper 33 -0.3 -0.3 -0.3 -0.3
Chemical 34 -0.3 -0.3 -0.3 -0.3
Petroleum & Refining 35 -0.4 -0.4 -0.4 -0.4
Other 36 -0.1 -0.1 -0.1 -0.1
ESTIMATED PRICE ELASTICITY OF OUTPUT
A B C D
Price Elasticity cf Output
Oil Prod. [NatGas |Elec. Heat Other
Agriculture 37 -0.2 -0.2 -0.2 -0.2
Food & Beverage 38 -0.1 -0.1 -0.1 -0.1
Metal Products & Machinery 39 0 0 0 0
Construction & NF Min Prod 40 -0.2 -0.2 -0.2 -0.2
Light Industry 41 0 0 0 0
Wood & Paper 42 -0.2 -0.2 -0.2 -0.2
Chemical 43 -0.5 -0.5 -0.3 -0.5
Petroleum & Refining 44 -0.5 -0.5 -0.3 -0.5
Other 45 0 0 0 0




Calculations used to determine bascline data for the Transportation model

CELL CALCULATION

REF.

A49

AS0

B50

C49

D48

D43

E,F48

A57

A58

B57

C57

Passenger Vehicle Fuel Efficiencies:

N

Train, diesel
683KJ/pkm*GJ/10 "~ 6J*L/.037GJ*180p/v = 3.3 Ljvkm

Train, electric
198KJ/pkm*KWH/3600KJ*180p/v = 9.9KWH/vkm

Trolley Bus, electric
1.916 KWH/vkm

Bus, diesel
14, 73MIvkm*GJ/10~ 3MJ*L/.037GJ = 0.40 L/vkm

Van, gasoline
17vmiles/us gal*1.609km/mile*.264us gal/L = 7.2 vkm/L or .14 L/vkm

Van, diesel
25vmiles/us gal*1.609km/mile*.264us gal/L = 10.7 vkm/L or .094 L/vkm

Car and Taxi, gasoline
35vmiles/cdngal®*cdngal/4.2L.*1.609km/mile = 13.4vkm/L or .07SL/vkm

Freight Vekicle Fuel Efficiencies:

Train, diesel
1.8Kgce/100tkm *621t/v*1/1000kg*29.3x10 ~ 6J/1tce*L/.037x10~ 9J = 8.9 L/vkm

Train, electric
1.8Kgce/100tkm*621t/v*t/1000kg*8145Kwh/1tce = 76kwh/vkm

Large Truck, diesel
19.2goe/tkm*Kg/1000g*t/1000K g *41.9x10 ~ 9J/toe*L/37x10~ 6 J = .0217 L/tkm
.0217 Litkm * .77[capacity of utilization] * 38t capacity/» = 0.635L/vkm

Small Truck, diesei
29.1goe/tkm*kg/1000g*t/1000Kg*41.9x10~ 9J/toe*L/37x10~ 6 J = .033 L/tkm
.033L/tkm * .83[capacity of utilization] * 19t capacity/v = 0.52L/vkm

D56,57 Van, gasoline and diesel

same as for a van used in passenger transportation

N\


http:35vmiles/cdngal*cdngal/4.2L

BASELINE DATA

for the TRANSPORTATION ENERGY DEMAND MODEL

TRANSPORTATION MODEL A B C D E F G
PASSENGER Vehicle Types
Traln Trolley Bu |Bus Van Car Taxi Other
Load Factor (p/vehicle) 46 180 40 21 4 2 2
Trip Length (km) 47 | . 112 4 9.75 13.25 13.25 13.28
Fuel Efficiency (litre/100km or KWH/100km) - base year
Gasoline 48 14 7.5 7.5
Diesel 49 332 40 9.4
Electricity 50 990 192
Passenger Trips per Day, by Vehicle and Fuel Type (thousand passenguer trips / day) - base year
Gasoline 51 0 5388 45.75
Diesel 52 84.619 1879.73 0
Electricity 53 3.6 | 830.411
A B Cc D E
FREIGHT Vehicle Types
Load Factor Traln Lg Truck |Med Truck [Van Qther
(tonnes freight/veh) 54 621 20.3 15.8 0.27
Trip Length (km) 55 185 83 83 83
Fuel Efficlency (litre/1 00km or KWH/100km) - base year
Gasoline 56 14
Diesel 57 890 83.5 52 9.4
Electricity 58 7600
Ton kilometers Shipped, by Vehicle and Fuel Type (million ton km / yr) - base year
Gasoline 59 366.8
Diesel 80 19232 5502 1487.2
Electricity 61 28
ESTIMATED ELASTICITIES
Gross Social Product A B
Elasticity of Trip Making {e2] 1]
IAC Social Product
Elasticity of Shipping |e3| 1]
Fuel Price Elasticity of Trip Making Shipping
Gasoline 64 0.1 0.1
Diesel 65 -0.1 0.1
Electricity 65 0.1 0.1
Fuel Efficiency Elasticity
of Fuel Price Passenger Freight
Gasoline 67 0.4 -0.4
Diesel 88 0.4 -0.4
Electricity 69 0.4 0.4
Gasoline 70 10 10
Diesel 71 15 15
Electricity 72 30 30
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Appendix B

Draft Briefing Paper on Energy Pricing Reform in Romania.

March 13, 1991

Romanian Counterpart Team
U.S.ALD. Energy Price Reform Project
Ministry of Resources and Industry
Bucharest, Romania.

Dear Colleagues:

Energy prices and quantities delivered have been centrally controlled in Romania
for decades. This situation is now rapidly changing into a situation where energy prices
will more accurately reflect both international market prices and/or actual costs. In
addition, the quantities of energy consumed by various end users will no longer be
centrally determined, but will be decided by the consumers themselves. A key piece of
information for the consumer in deciding how much energy to purchase is the price of
energy.

The prospect of paying international prices for energy may be terrifying,
particularly at the adverse exchange rates now observed in the currency auctions, which
recently are on the order of 200 Lei per dollar. At that exchange rate and a market
based price for gasoline, the price of gasoline (without any taxes) would be on the order
of 40 Lei per liter at current world oil prices. Fuel oil prices (#6) would be on the
order of 29,000 Lei per ton. Electricity prices, based on Western European rates would
be on the order of 8 Lei per KWH for very large industrial users and perhaps 16 Lei per
KWH for small, residential users. These enormous price increases are greatly lessened
by an exchange rate of, say, 60 or 100 Lei/dollar, but nevertheless, would still be quite
high for Romanian users.

The purpose of the attached Briefing Paper is not, however, to speculate on the
future levels of world energy prices and exchange rates, but rather, to explore the
meaning of market based prices and the implications of these prices for energy users.

The Briefing Paper has been prepared by the RMA Energy Price Reform Team
in Romania, part of U.S.A.LD.’s Emergency Energy Program for Eastern Europe. We
would like to use it as the basis for discussions with you regarding some of the issues
raised by energy price reform in the context of Romania’s move to a market economy.



The Briefing Paper includes a number of economic issues to which we have
devoted much thought; but, of course, it does not reflect the same level of understanding
of the Romanian economy as you yourselves already have. Please accept it as a
contribution to your economic debate, and the basis for a mutual exchange of ideas in
our working sessions.

Sincerely,

Mark Hanson
Team Leader



US.A.LD. EMERGENCY ENERGY PROGRAM
BRIEFING PAPER: .
ENERGY PRICE REFORM IN ROMANIA

The initial objective of energy price reform in Romania is io move energy prices
closer to market-based price levels. The other principal objective is to create
competitive conditions where possible. Where competitive conditions are created, it
should be possible to decontrol prices. Where such conditions cannot be achieved,
continued price regulation will be necessary. This briefing paper explores a number of
issues related to the pricing of energy in both competitive and regulated industries. We
address the following issues:
(1)  Determining Market-based Prices for Energy
Privatization and Competition in Energy Production

(2)  Responses of Firms to Market-based Energy Prices

(3)  Pricing Electricity: Long-run Marginal Costs vs. Actual "Accounting" Costs
Automatic Price Adjustment Mechanisms for Electricity

Electricity Rate Design Should Reflect the Underlying Cost
Structure

Other "Public Utilities" Similar to Electric Power
4) Energ); Regulation and Private Power
(5)  Qualifications and Limitations
Taking Environmental Costs Into Account
The Social and Economic Effects of Rapid Price Changes

The Use of New Price-setting Procedures to Provide Financial
Incentives to Competitive Enterprises

These issues are addressed in the following pages. The comments are intended to
initiate a discussion with our counterparts in Romania. Out of this discussion, and the
subsequent "scenario development” work which is a part of our Energy Price Reform
task, we hope that useful ideas will emerge for the guidance of energy pricing policy in
Romania.



(1) Determining Market-based Prices for Energy

In a country in which prices have had little relationship to market-based prices, it
is N0 easy task to define or measure market prices or economic cost levels. Where there
have been shortages, it is not clear what prices will equate supply and demand.
Furthermore, some observed prices are affected by subsidies and taxes. Finally, there is
a problem of circularity - the price of product A depends on the price of input product B
which in turn depends on the price of input product A,

For internationally traded energy commodities, world market prices or border
prices provide a yardstick. This procedure requires an actual or estimated market
exchange rate between the local currency and foreign currencies. We can develop some
idea of market prices in this manner.

The argument for using these prices in the situation of the move to a convertible
currency and open markets is that Romanian producers of energy will have to compete
with the suppliers of energy who would be willing to supply energy at these prices. In
cases where Romanian providers could not compete, it would, with a convertible
currency, be less costly for energy consumers and the economy to import energy.

The relationship between dollar (world market) prices for energy commodities, lei
prices for energy commodities, and the lej prices of other (non-energy) goods and
services in the economy is complicated. Currently, it is possible, for example, to have a
large disparity between the dollar and lei prices of energy commodities, but for the
relative lei prices of energy commodities and other goods and services to be quite
reasonable. It is only as lei become fully convertible (ie. as a market exchange rate
becomes determined) that the use of dollar prices will be fully appropriate.

The relative lei prices of energy commodities and other goods and services has
another significance in an economy with inflation. (For this purpose, inflation is defined
as the average price increase in the Romanian economy. This can be measured
approximately by the new index of consumer prices issued by the Romanian statistical
commission.) To maintain "real” or relative energy prices constant, let alone increase
them, it is necessary to increase them by as much as the general increase in prices. The
statistical commission has reported that consumer prices have risen by 50% since
November 1, 1990 (when the first major decontrol of prices occurred). Thus, energy
prices, which have remained controlled, would have to rise by 50% to maintain the same
‘real” level. The use of world market prices should take this consideration into account,
since, ceteris paribus, the dollar exchange rate of lei should fall as general prices rise.

In Romania the introduction of foreign exchange auctions has confirmed the fact
that the market exchange rate is considerably lower than the pre-April 1, 1991 official
rate of 35 lei/dollar, or the new exchange rate of 60 lei/dollar. More categories of
purchasers of dollars will be allowed to participate in the auctions, We understand,
however, that the government intends to use the new official rate, not the new currency
auction rates, as the rate at which imported energy prices will be converted to lei. We
propose to use the new rate as a baseline rate to use in our analysis; alternative rates
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could also be considered for analytical purposes, for example 90 lei/dollar.

The principal internationally traded energy commodity is crude oil. Romanian
domestic supplies peaked in 1976, and Romania now imports two thirds of its crude oil
requirements. As of January 1991, oil imported from the Soviet Union has to be paid
for in convertible currencies. Another major source is Iran. Imported oil can be priced
at actual delivered contract prices.

Oil products such as distillate and residual fuel oil and gasoline can also be priced
at delivered import prices. Natural gas too can be priced at European prices, based on
deliveries from the Soviet Union or other potential sources.

Bituminous coal can be priced at delivered import prices. Romania’s coal
resources, which consist mostly of lignite, are not readily traded internationally owing to
lignite’s low energy content per unit of weight, and its high sulfur content. The use of
actual Romanian accounting-based costs as a starting point may provide too low an
estimate, however, as Romanian supplies are limited. The sulfur and other emissions
from burning lignite in power plants also suggest that a low price would give the wrong
price signal to the planners at RENEL, the Romanian electricity company. (We will
discuss below the introduction of pollution costs into energy planning.)

The pricing of electricity produced from Romanian lignite is an instance in which
the use of long-run marginal costs should be considered - an issue which we will take up
later.

Nuclear fuel costs include the cost of uranium mining and milling, conversion,
earichment, fabrication into fuel assemblies, and certain other incidental costs such as
transportation, storage and insurance. Enriched uranium, which includes the first three
items, represents the greater part of the total, and can be priced at world market prices.
Fabrication of the fuel assemblies, and the incidental cost items, can be added, based on
actual or estimated costs for Romania’s Candu reactors.

There are other fuels which are perhaps of sufficient magnitude to be taken into
account, such as fuelwood. Perhaps we can be guided by actual market prices here,

Privatization and Competition in Energy Production

The Romanian government, as part of the current economic reforms, has begun to
decontrol competitive industries effective November 1, 1990. The food, energy and raw
materials sectors were not included: competitive enterprises in these sectors are to be
decontrolled later. These reforms create the conditions in which enterprises should be
able to operate with greater incentives and more flexibility.

The government is also breaking up government enterprises by restructuring them

into autonomous bodies and commercial firms. As we speak, these changes are under
way. In the energy sector, the supply of fuels is generally not a natural monopoly, and

U7



from an economic point of view, decontrol should be beneficial.* This would require
the establishment of a number of enterprises in each "market” in order to ensure
competition. A market can be defined in terms of one or more products that are close
competitors within a certain geographic area.

Oil and gas exploration, development and production - provided there is equal
access to pipeline networks - allow for plenty of competition. Coal markets may in many
cases also allow for competition, depending on the minimum economic size of coal
mining operations, coal quality differences, and transportation cost considerations.

Petroleum refining, given that there are some ten refineries in Romania and that
both crude oil inputs and product outputs of refineries are internationally traded, also
allows for competition.

(2)  Responses of Firms to Market-based Energy Prices

To explore the effects of market-based pricing, we can develop "scenarios” or
projections to test out the effects of different price levels, based on alternative
assumptions about the levels of market-based prices, and how suppliers and consumers
will respond to price changes. By "consumers” we mean both the residential population
and industries. The two main aims of market pricing, it will be recalled, are to send
appropriate prices signals to consumers on the one hand and to suppliers on the other.

The residential population accounts for a small percentage of energy use in
Romania - perhaps 10%, much less than in many other countries. This makes market
pricing somewhat less important for these consumers. However, their use of energy is
said to be growing, and it is important that their tariffs not be set at such low levels that
they have little incentive to use energy wisely. Residential consumers have extremely low
gas, electricity and district heating tariffs at the present time. Bearing in mind that
distribution costs are higher for small users, it would be desirablc to increase prices
closer to market levels. To avoid adverse social effects, a low "lifeline” rate could be
maintained for a minimum KWH use corresponding to the provision of essential lighting
and other requirements; for additional use, a full rate corresponding with long-run
marginal cost could be applied.’

The most dramatic effects of market pricing of energy may come in the industrial
sectors. How firms respond to the dramatically increased price levels that would result
in either cost based or world market energy prices depends on a number of factors in
addition to the new prices. The least response would occur if no other adjustments to
market conditions were in place. In this case, each user of energy would face a higher
price for energy requirements and would in turn pass on the higher cost in the form of

‘We understand that the government is taking into account other factors such as national
security in its determination of ownership options for energy supplies.

*Gasoline prices are currently set in this manner. It is easier to apply a two-step tariff
to electricity.
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higher prices for products.

If however, incentives were put into place whereby energy savings which would
reduce energy costs and some type of reward were to occur to managers and/or workers
who brought about the energy savings, then energy and product costs would increase
less than in the case of no adjustments. Depending how easily energy reductions cculd
be put into piaze, overall energy costs might even decline as a result of the incentive
system. Establishing fair, efficient, and effective rewards is a complex task. To avoid all
of the complications involved ia establishing a reward system, a free market system could
theoretically be adopted which would leave decisions oa rewards up to the owners of the
plants (which might include the workers) and their managers.

Within a free market system where not only energy prices, but all commodities,
services, a.d even labor, are provided at market prices, the firm (in theory) will purchase
all inputs, including energy only to the degree necessary. Furthermore, the firm will
actively pursue conservation or energy efficiency measures to the point where the last Lei
invested in conservation in the factory will result in the same return as the last Lei spent
on other investments or other inputs, such as energy. The incentive for this behavior
which minimizes all costs is that it will maximize profits for plant owners. In cases where
market imperfections exist, this implies the opportunity to maximize excess profits.

Under perfectly competitive conditions, this implies that the firm will be able to survive,
pay workers and managers, and provide sufficient profits to plant owners (workers,
managers, outsiders etc.), to justify their investment in this particular plant. The greatest
response to energy price increases will occur under these conditions.

In practical terms, what this means for a given firm may vary considerably from
firm to firm. To provide a comprehensive review of the potential responses is probably
impossible. However, it is instructive to consider two hypothetical situations, one in the
power industry and the other an industrial plant.

District Heating Plant

District heating plants in Romania are common and typically produce power,
steam, and hot water for residential and sometimes industrial users. In at least some of
these plants, there is difficulty in meeting all customer needs due to problems of fuel
availability and maintenance, which may be aggravated by the fuel quality that has been
available.

With a shift to world energy prices, energy input costs of plant operation would
increase dramatically. If revenues to the plant are sufficient, however, the plant would
be able to obtain sufficient energy supplies. The high cost of energy would evoke both
short term and long term responses. In the short run, any cost effective measures to
reduce energy losses would be undertaken. For example, this might involve the repair of
pre-heaters, increased insulation of steam and hot water lines, increased maintenance of
steam lines, boiler tuning, etc. In the long run, depending on the age of the boilers, and
their need for overhaul, it is possible that fuel substitution would become appropriate.
While this would be quite capital intensive, ithe cost differential between fuel oil or



natural gas and coal is so large that it may be justified to install a coal boiler (with
pollution controls) to reduce overall plant costs.

Alternatively, depending on the solid waste situation, it may be cost effective to utilize
fluidized bed technology and burn municipal waste, as is common in Switzerland and
Germany.

Industrial Plant - Paper Mill

The responses in a paper mill to changes in energy prices would be somewhat
similar to those for the district heating plant. Because the energy cost component of the
paper mills is a much lower percentage than that for the district heating plaat, the types
of measures undertaken to reduce energy costs may be somewhat different.

In the short run there would be various maintenance issues to bring the mill up to
top efficiency. In the longer term, process changes and other capital-intensive
modifications would likely be justified. For example, it could be appropriate to
introduce a much higher level of heat recovery (using heat exchangers) from the
numerous waste flows at the mill. Depending on the cost of the wood raw material, the
types of wood waste (if any), and the type of paper being produced, it could be cost
effective to install a new boiler which would have dual fuel capability to burn wood
and/or natural gas.

What is evident from these two hypothetical cases is that the introduction of
world energy prices could result in considerable changes. These changes range from
lower cosc measures, which could be implemented fairly quickly, to longer term measures
which might significantly alter the fuel balance in Romania away from oil and gas which
on the world market are expensive fuels. These changes would be the result of the
change in prices, the introduction of some tiew technologies as the Romanian economy is
opened up to technologies available on the global market, and the impacts of incentives
to make these changes due to the need to compete (and profit) in the market place.

It is also possible that some plants can not survive in the market place because
energy costs will be too high. These will be industries where energy use is very high and
where Romanian firms will have to compete with firms in other countries that do not
have to face world market prices for energy (or other inputs). Aluminum production is
one example. This industry is dominated by firms that have captive hydropower or
hydropower from state owned utilities. The importance of power cost to this industry is
highlighted by the fact that plants are moving from some regions with considerable
hydropower and attractive power rates (e.g. the Northwestern U.S.) to other regions
(Amazon Basin in South America) and locations in Africa, where hydropower rates are
even lower.



(3)  Pricing Electricity: Long-run Marginal Costs vs. Actual "Accounting" Costs

Certain energy suppliers, including all or part of the electricity industry, are likely
to remain natural or de facto monopolies® in Romania. For such firms, the major
problem with using worid market prices or equivalent current lei prices for energy
pricing and planning purposes relates to divergences between current or "accounting"
costs and long-run marginal costs. The issue is highly important because pricing should
in general reflect not only current costs but future costs, such as new investment costs,
that may be incurred. As noted above, this problem arises with respect to non-traded
iterns such as lignite, as well as electricity, as will be discussed below, even though
electricity is traded internationally.

The classic example of the nced to use long-run marginal costs relates to pricing
the use of a bridge for automobile traffic. Once the bridge has been built, its cost is
"sunk cost” and from a strict economic point of view, its use should be free, since the
short-run marginal cost is zero. (Of course, as a practical matter a toll may need to be
charged to recover the cost to the public authority of financing the construction.) But
consider the price "signal” that the users are getting, if the price is set at zero. With no
charge, consumers will tend to increase their usage, and eventually may approach the
maximum capacity of the bridge, resulting in the economic cost of congestion delays or,
ultimately, the cost of a new bridge.

In anticipation of this situation, a "full” price can reasonably be set to include the
cost of a new bridge, which is the long-run marginal cost. By charging users this full
price, they would be getting the right price "signal” regarding the costs incurred by their
usage.

Now consider a very similar example in the energy market. Existing hydro-electric
facilities cost very little to operate - most of their cost is "sunk” cost. But if their output
is charged at a very low rate, it will encourage consumers to increase their usage, which
in turn will require the construction of expensive new electric energy racilities,

One solution to this problem lies in the use of long run marginal costs for
electricity pricing in particular. The calculation of long run marginal costs can be
complicated, and there have been many methods used to estimate them for the United
States electrical generating system, for example. One method is to measure such costs
from the full costs (investment costs as well as fuel and other operating costs) of the
most economical new source of electrical energy.

For Romania, there are at least two candidate sources of "new" electricity supply,
after certain coal-fired and hydroelectric plants currently under construction have been
completed. Probably the most economical one is the increased output and capacity
which could be obtained from better maintenance and repair of existing coal-fired

SA de facto monopoly would exist in an industry with less than three firms, even though
the industry is not a natural monopoly.



generating units. This might provide a low estimate of marginal cost. Whether it is a
good estimate would depend on the period for which this source is sufficient to provide
for Romania’s electricity requirements. We don’t know the answer to that question at
this time.

If we assume that additional electric generating capacity will be required in the
foreseeable future to meet Romania’s electricity requirements, the next source of
electricity in practice is likely to be the first Candu nuclear reactor.

Five 750MW nuclear units are under construction or planned at Cernavoda in
south-eastern Romania near the Black Sea. We do not know the exact status of these
units; we understand, however, that the reactor has been installed in Unit One and
General Electric turbines have been installed in Units One to Three. We also
understand that Unit One is scheduled for service in 1994. An additional site has also
been tentatively identified for further nuclear units.

In order te calculate the cost of nuclear power, the construction cost of
Cernavoda Unit One will need to be estimated, and converted inte a per-KWH "fixed
charge” based on reasonable assumptions about finance costs, capacity factor, and life of
the unit. Addition per-KWH costs include nuclear fuel costs, and other operating and
maintenance costs. Nuclear fuel cost should be relatively low, but construction costs will
be high.

There are, then, at least two new sources of electricity which could be used to
estimate marginal electricity costs in Romania. The first is electricity from the additional
capacity which would be created by repairing and maintaining existing generating units
which are out of service or operating below full availability or reliability levels. The
costs of this source include the costs of new investments to get the plants running
properly, and the ongoing fuel costs (coal) and other operating and maintenance costs.

The other source is nuclear power from the first Candu unit, including the fixed
cost of investment in the plant and the investment in transmission facilities to bring the
power to market, and ongoing nuclear fuel and other operating and maintenance cost.

In the case of a nuclear unit, it is also necessary to take into account "capital additions"
(additional capital investments during the life of the plant) and to make provisions for
disposing of the radioactive nuclear waste and decommissioning the reactor at the end of
its useful life.

Electricity is an internationally traded commodity in Eastern Europe. From a
short-run marginal cost standpoint, it is economical to operate the existing electricity
system in Romania in such a manner as to minimize short-run fuel and other variable
operating and maintenance costs, and to purchase imported electricity if the cost is less
than the domestic short-run marginal cost. (Likewise, it is economical to export
electricity if the reverse situation is true.) However, the long period required to plan
additional new generating units necessitates the use of long-run marginal costs in



planning new units, in contrast to minimizing the operating costs of existing units.’

There are, however, a number of considerations which suggest that world prices
might not always be appropriate prices to use in Romania. The costs of producing
electricity (and possibly certain other energy commodities) in Romania may be less than
in other countries, in part due to lower wage rates and higher efficiencies in some
energy conversions. If this is the case and if there are some barriers to imports and
exports for lack of adequate transmission lines etc., an argument can be made that
certain energy prices should be set to cover only actual "accounting” costs.

Prices that cover actual costs should, by definition, provide sufficient revenues to
cover the expenses of the industry. This level of costs should not require any subsidies
because, in a free market economy at equilibrium, energy prices include a normal profit
(sufficient profit to provide a necessary return on capital to justify the capital investment
on the part of investors).

Thus, cost based prices would provide for normal profits while world prices would
actually provide excess profits. This raises important policy questions. With prices based
on actual costs, do consumers have sufficient incentive to conserve energy resources
economically? Also, would sufficient incentive exist for the firm to make new
investments, if prices are based on actual costs? If world prices are used (and the excess
profits can be retained by the firm), an incentive would exist to increase production
either through expansion of existing firms or through the addition of new firms to the
market. If the country imported energy, such expansion would serve to reduce the level
of energy imports while if the country were an energy exporter, the increase in energy
production would permit further increase in exports.

There will be some complicating factors in this analysis. For example, the
production of district heating (hot water for building heating) and steam for industrial
process use raises the issue of allocating costs between the electric and thermal output.®

"The overall economic objective for regulated or mixed industries is usually stated as
"least cost integrated planning" (LCIP). This requires that a reliable level of service should
be provided at the lowest reasonable cost to society. Cost should include environmental
effects of the service, as discussed below. "Integrated” means that investments in energy
conservation should be made up to the point at which the marginal cost of a KWH saved
is equal to the marginal cost of a KWH produced.

*One solution to this cost allocation problem is to allocate to eléctricity production those
capital costs (construction costs multiplied by a fixed charge factor representing financial
costs, amortization, etc.) and fuel and other operating and maintenance costs which would
be incurred if the plant were designed and operated for electricity production only. The
additional capital costs and fuel and other operating and maintenance costs incurred to run
the plant as a cogeneration facility would then be allocated to the thermal output.
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Automatic Price Adjustment Mechanisms for Electricity

Energy price reform in Romania is taking place within the context of general
price decontrol. It is important for energy prices to be able to adjust for general
inflation in the economy, and to increase by a larger amount than general inflation in
order to move towards market prices.

This problem is particularly serious for the electricity sector, which has tariffs that
are difficult to change quickly, but which depends on fuel purchases which can have
rapid price increases,

An automatic fuel adjustment clause provides a mechanism for quickly passing
increases in fuel costs through to consumers.

Electricity Rate Design Should Reflect the Underlying Cost Structure

This paper will not develop the issues in rate design which are obviously
important in making the prices of electric service reflect the underlying costs. Suffice it
to say here that rate design typically takes into account actual accounting costs. The use
of long-run marginal cost based rates should be encouraged; at a minimum, rate design
can be influenced by marginal cost considerations as well as accounting costs.

Secondly, tariff design can take into account voltage level of service, load factor,
time of use, and different reliability levels, etc., all of which affect costs.

Other "Public Utilities” Similar to Electric Power

The reason for treating the transmission and local distribution - and possible the
generation - of electricity differently from the energy fuels is the existence of a natural
monopoly. ’

Certain other energy industries are also characterized as natural monopolies. In
particular, the pipeline systems for natural gas and oil are uniikely to be sufficiently
competitive to allow for competition. And the railway network for coal transportation is
the same.

(4)  Energy Regulation and Private Power

Where there is insufficient competition in a market, for example when there are
fewer than three firms in the market, some means must be found to regulate prices in
the public interest, to avoid unjustified increases of prices.

The traditional means of regulation of such "natural monopolies” as electric utility
companies in the United S:ates, for example, is based on allowing the firms to set prices
equal to their current costs plus a cost of capital invested. The capital cost is equal to
the sum of (1) depreciation expense of the capital equipment and (2) the cost rate or
"interest rate” for capital multiplied by the amount of the investment. The annual



depreciation expense is usually simply the initial cost of the plant and equipment divided
by the expected useful economic life of the plant and equipment; depreciation on each
item or group of items is calculated separately based on the particular depreciation rate.
The amount of the investment in each year is equal to the original investment cost less
accumulated depreciation to date; this is called "net book value.”

This procedure provides a reasonable starting point for discussion of regulatory
pricing. Critics of the procedure say that it gives the firm no incentive to reduce costs
because they can always be passed along, and it is true that many inefficiencies are
allowed. However, government regulators can "audit" the books of the firm to ensure
that there is no fraud, and they also require the firm to show that its plans and
operaticns are reasonably efficient.

The outcome is a system that can work reasonably well, although there have also
been significant problems. Perhaps the most salient problem in the United States has
been that the firms built too much generating capacity (particularly nuclear power
plants), being less careful than a firm in a non-regulated market would have been to
make sure that the capacity was needed and that it was not too expensive.

There are several different models for non-competitive markets. In the United
States there have been several models. First, there are the large number of regulated,
privately-owned companies that provide most of the electricity in the country. They are
regulated in the manner outlined above, mostly by regulatory commissions which have
been established in almost all of the 50 states. The owners attempt to increase profits,
while the commissions resist rate increases above the levels necessary to earn their
"interest rate" which is called the "cost of capital" or a "fair rate of return" on the capital
invested.

The companies earn sufficient profits to cover their investments, but are not
allowed to earn excess profits. It is sometimes necessary for commissions to provide
additional incentives for desired investments, or to order the companies to make them.
The commissions also review the operating efficiency of the companies, and their
investment plans, to see that they are keeping costs as low as reasonably possible.
However, the commissions do not attempt to manage the companies. It is the managers’
job to manage, and the commission will only review the management decisions. In
practice, the commissions are hampered by the difficulty of fully scrutinizing the practices
of the companies. '

A second common model is the "public power" model which has two types. There
are "rural electric cooperatives" which are owned by their members (farmers and others);
and there are "municipal utilities” which are sometimes part of a town government or
may be separate authorities. The largest of these is the Los Angeles Department of
Water and Power. In each case, these public power systems are under democratic
control by their members or the voters in their districts. The dispersion of ultimate
authority across the whole local population has weakened the democratic controls that,
in theory, are very strong.
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The new model which is being fostered in the United States today is the
"independent power” or "private power" company. Small and medium-sized power plaats
are being built by independent companies, and the large regulated companies are being
forced by the commissions to buy power at rates equal to the marginal cost of generating
power on the large company’s own system. In this manner, it is hoped that competition
will be created and the generation of power can be deregulated.

This raises ar important point about the structure of the electricity industry. It
consists of three levels - generation, transmission and local distribution. There is a
movement in such countries as the United Kingdom and the United States towards
decontrol of prices, as generation becomes sufficiently competitive. However,
transmission and local distribution are "natural monopolies” (it is uneconomical to have
more than one firm providing the service in a particular area.) These levels will require
continuing regulation. It is therefore only the generation of electricity that will likely be
decontrolled.

) Qualifications and Limitations
Taking Environmental Costs Into Account

For some fuels such as lignite and high sulfur fuel oil, the environmental effects
are so significant that even in the initial stages of price reform it may be worth taking
them into account. (Indeed, the burning of all fuels affects the environment, and the
true economic costs of such effects should be taken into account in the long term.)

For purposes of this analysis, we can assign physical pollution coefficients to
electric energy generation from each specific fuel. The amounts of SO2 emitted can be
estimated, for example. Monetary costs can also be estimated, based on the costs of
remediation or the estimated health and other costs of the emissions. At this stage, any
estimates developed will obviously be very preliminary. Nevertheless, if environmental
costs are included in the costs of electricity generation from alternative fuels such as
coal, oil and gas, the choice of fuels could be affected. If pollution damage and/or
control costs are included, the cost of electricity will be increased.

The Social and Economic Effects of Rapid Price Changes

There are obviously serious concerns regarding the speed or completeness with
which energy prices should be adjusted. It is a major political decision how quickly and
even how fully prices should be changed to correspond with market-based prices. -

From an economic standpoint, the more quickly consumers receive a clear price
signal about the costs of their usage, the more quickly they will have the opportunity to
respond in an economical fashion. For purposes of this analysis, we assume that there
are overall economic advantages to such adjustments. The objective of sending the
appropriate price signal to consumers is give each consumer an incentive to set his or
her consumption at the level at which he or she is willing to pay the true cost of energy
10 society.



For industrial consumers of energy, there is the choice of which products to
produce, how much to produce, and what techniques to use in production. In energy-
intensive industries, these decisions will be influenced by the prices that have to be paici
for energy inputs. It must be expected that if energy prices are increased significantly,
 the production of some products may be affected. Among these are the aluminum and
steel industries, for example. Certain products may no longer be economical in the same
amount, or perhaps at all, which could have major impacts on the overall economy. New
techniques may be necessary which use less energy.

The Use of New Price-setting Procedures to Provide Financial Incentives to Competitive
Enterprises

Finally, we need to revisit the reasons for price reform and the way in which
prices are set. So far, we have emphasized the need for prices to reflect input costs, and
have considered the use of pricing based on long-run marginal costs. Prices so
determined will send out the correct price signals to purchases of the product.

But what about incentives for the suppliers themselves? We have not fully
considered the more complex pricing issue regarding deviations of market prices from
input costs in order to increase a firm's "profit." We use the term "profit" here simply to
mean the difference between sales revenues and the costs of materials, labor and all
other inputs, including the interest cost on borrowed capital. What remains is the firm’s
profit or net income.’

We have assumed that the first priority in Romania is to set prices closer to true
cost levels. The second, or a parallel, step can be to allow enterprises to increase their
profits by, for example, reducing their costs by greater productivity, and retaining the
profits that result. This would be appropriate, we believe, in competitive sectors.
(Competitive industries have been defined in the new Romanian market economy
legislation as those in which there are three or more firms.)

A "normal” rate of return on capital is the rate of return which is comparable to
that earned in other investments involving the same level of risk. The investor is always
trying to increase his or her level of return above the normal rate; and of course is trying
to make sure that the return does not fall below the normal rate. The importance of
allowing profit levels to vary according to each firm’s success in reducing costs (and/or of
course finding new markets) is to create a very strong incentive to the owner/managers
to ceaselessly attempt to improve productivity and to seek out new markets in which the
firm can earn greater profits. The lack of such incentives in the Romanian economy is a
major obstacle which the reforms are aimed at addressing. Such incentives will ensure
that the Romanian economy will respond more rapidly to the economic challenges it is
facing,

Resource Management Associates/ Tellus Institute
Bucharest, Romania, March 12, 1991

’If there are taxes on profits, net income after tax is equal to net income before tax
minus taxes; this paper does not go into tax issues.
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Chapter 3

Energy Use and Economic Variables

l. Introduction

Because increases in energy use have historically
accompanied economic grawth, it is tempting to think
of the two variables as directly correlated. However,
attempts to specify and quantify their relationships
have led to discrepancies of magnitude and often of
direction. It seems clear that economic activity not
nly affects energy use, but the availability of energy
’ and the ways in which it is used affect a number of eco-
nomi¢ variables.

This chapter examines several aspects of the
energy/economy relationship. Section | is an overview
of changes in historical patterns of energy use. Sec-
tion 11 considers the quantification of the relationship
between gross national product (GNP) and energy
inputs. Section Il viaws the explicit microeconomic
relationship between energy price and quantity used
in the industrial sector.

II. Historical Perspective

The history of industrial civilization has been the
history of man’s ability to acquire, use, and control
sources of energy and power beyond those derived
from human and animal muscle or the limited use of
water power for mechanical energy. Energy use in-
creased from a per capita consumption of 2,000 kilo-
calories per day associated with basic food consump-
tion in a hunting and gathering society to 12,000 kilo-
calories per day under primitive agriculture. During

‘e period of the low-technology industrial revolution
1850-1870), usage reached 70,000 kilocalories per

by Richard S. Mack and H. F. McDuffie

day; in the United States current per capita usage is
276,160 kilocalories per day.!

The acceleration in energy use is usually associ-
ated with the development of steam as a prime mover
in the industrial sector. The associated development
of steel technology and rail transport is directly linked
to the mobility of steam power relative to the station-
ary nature of water power.2 Just as the use of coal
extended the industrial horizon and stopped the
destruction of the forests of Western Europe and
North America, the later discovery of technologies for
recovering and using petroleum and natural gas led to
further industrial advances including the internal
combustion engine and the steam and gas turbine.
Each of these developments reinforced the pattern of
accelerating use of energy, which was coupled with
increases in the demands for industrial output.

The U.S. has been extravagantly blessed with
plentiful and easily available resources. With only
limited restrictions on exploitation, the U.S. has been
using these resources, especially petroleum, at a high
and accelerating rate. Figure 3.1 shows the historical
trends in fuel consumption. A cogent historical pe:-
spective is given by M. King Hubbert, in his comments
on fossil fuels:

If these substances (fossil fuels) continue to be
used principally for their energy contents, and if
they continue to supply the bulk of the world's

energy requirements, the time required to exhaust
the middle 80% of the ultimate resources of the

1. Eart Cook. “The Flow of Energy in an industrial Society,” Scren-
Ufic American 224, no. 3 (September 1971).

2. Chauncey Starr, “"Energy and Power," Scientific American 224,
no. 3 (September 1971)
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members of the petroleum family—crude oil, natural
gas and natural gas liguids, tar-sand oil, and shale
oil—will probably be only about a century.

Under similar conditions, the time required to
exhaust the middle 80% of the world's coal resources
would be about 300 to 400 years (but only 100 to 200
years if coal is used as the main energy source).

To appreciate the bearing of these conclusions
on the long-range outlook for human institutions,
the historical epoch of the exploitation of the world's
supply of fossil fuels 1s shown graphically in [Figure
3.2], where the rate of production of the fossil fuels as
a function of time is plotted on a time scale extend-
1ng fram 5,000 years ago to 5,000 years in the future—
a period well within the prospective span of human
history. On such a time scale, it 1s seen that the epoch
of the fossil fuels can only be a transitory and
ephemeral event—an event, nonetheless, which
has exercised the most drastic influence expen-
enced by the human species during its entire biologi-
cal history.?

Thus, in the long run, or even in the moderately
short run of only a few generations, we are following a
course that is most certain to exhaust our resources of
easily available fossil fuels. This consumption s
aggravated by the world population explosion and the
rising expectations of members of the Third World.
Solar and other forms of renewable energy, including
biomass not requiring synthetic fertilizer, can cer-
tainly contribute in substituting for fossil fuels. Other
conservation measures likewise can reduce our con-
sumption and raise the ratio of gross domestic product
(GDP) to energy used.*

The expansion of the world's economy has been
largely based on a long decline in the price of energy.
Figure 3.3 shows the recent history of the real price of
industrial energy and the very abrupt rise beginning in
1973 with the increase in the price of oil from the
Organization of Petroleum Exporting Countries
(OPEC) accompanied by increases in the prices of coal
and natural gas.

3. M. King Hubbert, “Energy Resources.”” Chapter 8 of Resources
and Man (San Francisco: W. H. Freeman and Co. for National
Academy of Sciences, National Research Council. 1969). p. 205.
4. GDP equals gross national product (GNP) less net property
ncome from abroad.
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Figure 3.3. History of real energy price

Source: R. W. Barnes; printed in National Research Council,
Alternative Energy Demand Futures to 2010.. The Report of the
Demand and Conservation Panel to the Committee on Nuclear ang
Alternative Energy Systems (CONAES) (Washington. D.C.. Na-
tional Academy of Sciences, 1979), Figure 22, p. 98.

lil. Relationship of Energy to Economic Output

Because energy is a factor of production, it relates
.5 both a substitute and a complement to other fac-
tors of production, depending upon the length of time
of the analysis. Because of the high levels of unem-
ployment experienced over the past decades, the
relationship between labor and energy intensity is of
particular concern. Figure 3.4 portrays the relation-
ship between energy intensity and labor intensity for
a number of industrial products. Note that energy and
labor usages are in part determined by the product mix
within the economy. The energy and labor quantities
of Figure 3.4 are based upon the total requirements
(direct and indirect) to effect marginai changes in
final demand.

With respect to the variables of energy use and
sectoral economic growth, Figure 3.5 shows the
etfect of 10% growth of each industry upon energy
use and employment in the entire economy. Note that
hirst quadrant industries show a complementary rela-
tionship and are primarily agricultural. Growth in
industries 1n the second quadrant 1s accompanied by
expansion of total energy use and contraction of
employment in the entire economy: these second

Energy Use and Economic Variaoies

quadrant industries primarily produce basic mate-
rials. Third quadrant industries show simultaneously
negative changes in both labor and energy use, refiect-
ing the use of technologies that are labor saving, but
not energy intensive, as inputs to increased produc-
tion. This situation contrasts with quadrant four,
where low wages reduce the need for labor-saving
technology. It is noteworthy that over half of the indus-
tries fall into quadrant two, indicating the substitu-
tion effect associated with sectoral growth,s

As for the relationship of energy and total output,
Figure 3.6 shows the relatively steady increases in
both variables. The late downturn in both energy con-
sumption and GNP is a function of the 1973 oil embargo
and the reduced levels of economic activity during
the 1974-1975 recession.

The expanded scale in the lower part of Figure 3.6
shows the ratio of energy use to GNP, expressed in
watt-years per dollar (Wyr/$). All the changes shown
fall within a range of = 5% and, thus, may not be signif-
icant. Nevertheless, the decrease in the ratio until
1966 is a continuation of a general trend which began
in 1920. Reduction of the ratio of energy to GNP dur-
ing this period is explained Dy increases in the effi-
ciency of energy conversion and Dy growth by the ser-
vice sector, which is a less energy-intensive contribu-
tor to GNP. Since 1967, the increase in the ratio may
be due to the substitution of electricity for many direct
fuel uses, as well as the rapid growth of air condition-
ing as a primary electrical use that has little multiplier
effect on GNP.6 The 1970-1972 peak is associated
with the flat portion of the GNP curve above. Since the
oil embargn, higher energy costs and resultant
decreases in efficiency (from general business slow-
down and from use of sources that are less energy effi-
cient) may be causing an upturn in the ratio; contin-
ued increases in energy cost should eventually force a
less energy-intensive industry mix.

The relationship between energy consumption
per capita and the gross domestic product of nations
is shown in Figure 3.7. Naturally, there is some varia-
tion among nations with regard to this relationship,
because nations have differing amounts of various
resources, investment capital, and labor, and differ-
ent cultures and life-styles.

5. Bruce Hannon, “An Energy Standard of Value,” The Annals of
the American Academy of Political and Social Science, no. 410
{1973). pp. 139-52.

6. Cook, "The Flow of Energy in an Industnal Seciety.”

3.3
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Source: Bruce Hannon, “'An Energy Standard of Value." In
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Accounting as a Policy Analysis Tool (Washington, D.C.: 1976),
p. 29.
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Source: R. W. Barnes; printed in National Research Council,
Alternative Energy Demand Futures to 2010, The Report of the
Demand and Conservaiion Panel to the Committee on Nuclear and
Aiternative Energy Systems (CONAES) (Washington, D.C.: Na-
unn2l Academy of Sciences, 1979), Figure 22, p. 98.

lil. elationship of Energy to Economic Output

decause energy is a factor of production, it relates
as both a substitute and a complement to other fac-
tors of production, depending upon the length of time
of the analysis. Because of the high levels of unemi-
ployment experienced over the past decades, the
relationship between labor and energy intensity is of
particular concern. Figure- 3.4 portrays the reiation-
ship between energy intensity and labor intensity for
a number of industrial products. Note that energy and
labor usages are in part determined by the product mix
within the economy. The energy and fabor quantities
of Figure 3.4 are based upan the total requirements
{direct and indirect) to effect marginal changes in
final demand.

With respect to the variables of energy use and
sectoral economic growth, Figure 3.5 shows the
effect of 10% growth of each industry upon energy
use and employment in the entire economy. Note that
first quadrant industries show a complementary rela-
tionship and are primarily agricultural. Growth in
industries in the second quadrant is accompanied by
expansion of total energy use and contraction of
employment tn the entire economy; these second
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quadrant industries primarily produce basic mate-
rials. Third quadrant industries show simulitaneously
negative changes in both labor and energy use, reflect-
ing the use of technologies that are labor saving, but
not energy intensive, as inputs to increased produc-
tion. This situation contrasts with quadrant four,
where low wages reduce the need for labor-saving
technology. It is noteworthy that over half of the indus-
tries fall into quadrant two, indicating the substitu-
tion effect associated with sectoral growth.s

As for the relationship of energy and total output,
Figure 3.6 shows the relatively steady increases in
both variables. The late downturn in both energy con-
sumption and GNP is a function of the 1973 oil embargo
and the reduced levels of economic activity during
the 1974--1975 recession.

The expanded scale in the lower part of Figure 3.6
shows the ratio of energy use to GNP, expressed in
watt-years per dollar (Wyr/$). All the changes shown
fall within a range of = 5% and, thus, may not be signif-
icant. Nevertheless, the decrease in the ratio untl
1966 is a continuation of a general trend which began
in 1920. Reduction of the ratio of energy to GNP dur-
ing {~is period is explained by increases in the effi-
ciency of energy conversion and by growth by the ser-
vice sector, which is a less energy-intensive contribu-
tor to GNP. Since 1967, the increasa in the ratio may
be due tn the substitution of electricity for many direct
fuel uses, as well as the rapid growth of air condition-
ing as a primary electrical use that has little muitiplier
effect on GNP.6 The 1970-1972 peak is associated
with the flat portion of the GNP curve above. Since the
oil embargo, higher energy costs and resultant
decreases in efficiency (from general business slow-
down and from use of sources that are less energy effi-
cient) may be causing an upturn in the ratio; contin-
ued increases in energy cost should eventually force a
less energy-intensive industry mix.

The relationship between energy consumption
per capita and the gross domestic product of nations
is shown in FigLre 3.7. Naturally, there is some varia-
tion among nations with regard to this relationship.
because nations have differing amounts of varicus
resources, investment capital, and labor, and differ-
ent cultures and life-styles.

5. Bruce Hannon. “An Energy Standard ot Vaive.” The Annars of
the American Academy of Political and Social Science. no. 410
(1973}, pp. 139-52.

6. Cook. “'The Flow of Energy in an Industnal Society.”
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Source: Bruce Hannon, "“An Energy Standard of Value.” In
Library of Congress, Congressional Research Service, Energy
Accounting as a Policy Analysis Tool (Washington, D.C.: 1976),
p. 29.
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IV. Responsiveness of Industrial Energy Use to
Variations in Energy Prices and Sectoral

Output

Price elasticity of demand is an analytic measure
of the responsiveness of quantity demanded to changes
in price. More specifically, the coefficient of price
elasticity represents the percentage response in
quantity demanded which results from a given per-
centage change in price. Simple or “‘own" price elas-
ticities are always negative, indicating an inverse rela-
tionship in that an increase in price will decrease the
quantity demanded.

Demand is deemed “elastic’" if a given percentage
change in price results in a larger percentage change
in quantity demanded. This situation represents a
high degree of responsiveness to price change. Elas-
tic conditions are indicated by a coefficient of elastic-
ity which falls between — 1 and -x. On the other hand,
if a given percentage change in price resuits in a
smaller percentage change in quantity demanded,
then the relationship is termed “inelastic”’; inelastic-
ity is denoted by a coefficient which ranges between 0
and —1. In the industrial sector, relative inelasticity
in the demand for energy, particularly in the short run,

Energy Use and Economic Vanaples

results from the technical inability to substitute other
fuels in response to price increases. In the long run,
when changes in capital equipment are possibla,
responsiveness tends to be more elastic. As for spe-
cial cases, a coefficient of 0 indicates no response to
a change in price, whereas a coefficient of ~1 indi-
cates a situation of percentage changes in quantity
that are equal to the initiating changes in prices.

Price elasticities for energy demand in the indus-
trial sector are presented in Tables 3.1 through 3.5.
Table 3.1 treats energy in the agg egate, whereas
Tables 3.2 through 3.5 treat electricity, coal, natural
gas, and petroleum. Aithough there are great varia-
tions in magnitude, there are no zero elasticities; this
fact attests to the concept that quantity demanded
responds to changes in price. Similarly, the tables
show energy demand to be more inelastic in the short
run, reflecting the inability to substitute other fuels
without time-consuming capital investment,

Right:hand columns of Table 3.1 through 3.5 list
output elasticities, which reflect the percentage
change in quantity demanded that results from a
change in industrial sector output. These figures are
positive because of the direct relationship between
the variables.

Table 3.1. Price and Qutput Elasticities for Aggregate Energy, Industrial Sector

—

Data Price Elasticity? Output Elasticity?

Study : Typed Vintage Short-Run Long-Run  Short-Run Long-Run
Hudson-Jorgenson (1974) TS:USA 194771 -0.05 1.00¢
Berndt-Wood (1975) TS:USA 1947-71 -0.47 1.00¢
Baughman-Zerhoot (1975) 15-CS: 1950-72 -=0.22 0.69

USA

States
Gnftin-Gregory (1976) CS-TS: 1955, '66 -0.79 1.00¢

USAand 1965, '69

Europe
Halvorsen (1976c) TSUSA  1947-71 -0.28 -0.42 0.10¢ 1.00¢
FEA (1976) - 18-CS: 196072 -0.13 -0.31 1.00¢ 1.00¢

USA

States

a 1§ refers to ime-series data. CS to cross-sectional data: and CS-1S to pooled CS and TS data.
2 Elasticities Iisted between short-run and long-run columns are ambiguously defined 1n the reference cited.

¢ Value is unity by the assumption

d This elasticity 15 not necessanly compatible with the assumption of 3 Cabb-Douglas production functign.

Source. James A Edmunds. A Guide 1o Price Elasticities of Demand for Energy: Studies and Methodologies (Qak Ridge. Tennessee: Qak Ridge Associated Universities.

siitute for Energy Analysis. 1978, ORAU IEA-78-15(R)), pl4
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~ Table 3.2 Price and Output Elasticities for Electricity, Industrial Sector

Data Price Elasticityd Output Elasticity?
Type®
Study Typed Vintage  Short-Run Long-Run  Short-Run Long-Run of Price
Ficher-Kaysen (1962) CS:States 194657 -1.25 A
Baxter-Rees (1968) TS: 1954 —64 ~1.50 A
Indus. U.K.
Anderson (1971) CS:States 1958, '62 -1.94 A
Mount-Chapman-Tyrrell (1973)  CS-TS: 1947-70 -0.22 -1.82 A
States
Lyman (1973) CS-TS: 1959~68 -1.40 A
Areas served
by utilities
Griffin (1974) TS:Aggre- 1951-71  -0.04¢ -0.51¢ A
gate U.S.
Hudson-Jorgenson (1974) TS:USA 1947171 -0.07 1.009 A
Uri (1975) TS:Monthly -0.35 -0.69 1.32 2.63 A
. Aggregate
Us.
Baughman-Zerhoot (1975) CS-TS: 1962-72  -0.11 -1.28 0.69 A
49 States
and Wash.,
0.C.
Chern (1975a) . CS-TS: 1959-71  ~0.6l - =198 0.30 0.97 A
16 U.S.
Industries
FEA (1976) CS-TS: 1960-72  =05.15 ~1.03 1.009 1.00¢ A
U.S. Census
regions
annual
Halvorsen (1976a) CS:States 1969 ~1.24 0.68 M
Halvorsen (1976b) CS:USA 1971 -0.92 100 A
States

a. TS refers to time-senes data: CS to cross-sectional data: and CS-TS to pooled CS and TS data.

b Elasticities listed between short-run and long-run columns are ambiguously defined in the reference cited.

¢ M" refers 1o a theoretical modei 1n which both average and marginal pnce elasticities are identical {pnce data was, however, either A or A®); A to an average price for
electricity: and A* 1o an average price for 3 fied amount nf electncrty,

d Value 1s unity by the assumption.

2 Combined industniai and commercial.

Source. James A Edmonds. A Guide fo Price Elasticities of Demand for Energy: Studies and Methodologies (Oak Ridge, Tennessee: Oak Ridge Associated Universities,
institute for Energy Analysis. 1978: ORAUIEA-78-15(R1). p. 16.
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Table 3.3. Price and Output Elasticities for Coal, Industrial Sector

Energy Use and Economic Variables

Data Price Elasticity? Output Elasticity
Study Type? Vintage Shost-Run Long-Run Short-Run Long-Run
Reddy (1974) TS:USA 1957173 -0.39 -0.91 0.53 0.60
Hudson-Jorgenson (1974) TS:USA 1947-71 -0.01 1.00¢
Lin-Spore-Nephew (1975) TS:USA 1957-73 -0.49 0.56
FEA (1976) CS-TS  1960-72 -0.449 -0.73¢ 1.00¢ 1.00¢
USA '
States
Halvarsen (1976b) CS:USA 1971 -1.52 1.00¢
States

2. TS refers to time-senes data: CS to cross-sactional data; and CS-TS to pooled CS and TS data.
b. Elasticities listed between short-run and long-run columns are ambiguously defined n the'reference crted.

¢. Value 13 umty by the assumption.

4. This elasticity refers only to steam coal.

Source: James A. Edmonds. A Guide fo Price Elasticities of Demand for Energy: Studies and Methodologres (Oak Ridge, Tennessee: Oak Ridge Associated Universities,
Institute for Energy Analysis, [978; ORAU/IEA-78-15(R)), p. 18.

Table 3.4. Price and Qutput Elasticities for Natural Gas

Data Price Elasticity? Output Elasticity?
Audy Typed Vintage  Short-Run Long-Run  Short-Run Long-Run
Vermetten-Plantinga (1953)  CS: 1947 =211
. States
Villanueva (1964) CS-TS: 1950-60 -1.34~~1.64
Regions
Felton (1965) CS: 1961 ~1.50¢
States
Anderson (1971) CS: 1958, '62 -1.98 0.21
’ States
MacAvay-Nell (1973) CS: -1.78 0.68
States
Hudson-Jorgenson (1974)  TS:USA 1947-71 -0.04 1.00¢
Randall-Ives-Ryan (1974) CS:USA 1970 -3.85¢ 0.29¢
S.W.
Communities
MacAvoy-Pindyck (1973) CS-TS: 1964-70 -0.98~~1.13
USA
States
Baughman-Zerhoot (1975)  CS-TS: 196272 -0.07 -0.81 0.69
USA
States


http:1.34--1.64
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Table 3.4. Price and Qutput Elasticities for Natural Gas — Continued

Data Price Elasticity? Output Elasticity?"
Study Typed Vintage  Short-Run tong-Run  Short-Run Long-Run
FEA (1976) CS-TS: 1960~72 -0.17 -0.58 1.00d 1.00¢
USA
States
Halvorsen (1976b) CS:USA 1971 -147 1.009
States :

a. TS refers to ime-senes data; CS to cross-sectional data; and CS-TS to pooled CS and TS data.

b. Elasticities listed between shart-run and long-run columns are ambiguousty defined in the reference cited.
¢. Elasticity defined for a market share ratio between efectnicity and natural gas.

d. Yalua ts umty by the assumption.

e. Aggregate commercial and industrial,

[ Saturation elasticity used.

Source: James A. Edmonds. A Guide to Price Eiasticities of Demand for Energy: Studies and Methodoiogres (Oak Ridge, Tennesses: Oak Ridge Assoctated Universities,
Instrtute for Energy Analysis. 1978; ORAU/EA-78-15[R)), pp. 19=20.

Table 3.5. Price and Qutput Elasticities for Petroleum

Data Price Elasticity? Output Elasticityd
Study Typed Vintage Short-Run Long-Run  Short-Run Long-Run
Verleger-Sheehan (1974) -0.12¢ ~0.61¢ 0.12¢ 0.61¢
Hudson-Jorgenson (1974)  TS:USA 194771 -1.009 1.00d.h
-0.02¢ 10080
Baughman-Zerhoot (1975)  CS-TS: 1962-72  -0.11 -1.320 0.699 0.69¢
USA
States
Houthakker-Kennedy CS-TS: 1965-70  —0.3¢¢ ~0.76 1.43¢ 2.70¢
(1975) Nine OECD -0.17f =231 -0.21f -2.84f
Countries ~1.058 ~1.588 0.408 0.608
FEA (1976) CS:USA 1971 -0.34¢ -1.01¢ 1.ogeh 10068
States -0.268 -0.758 1.008.h 1.008.7
-0.26 -07sf 1.00f 1.00f
Halvorsen (1976b) CS:UsA 1971 -282- 1.00

. TS refers to hime-senies data: CS to cross-sectional data; and CS-TS to pooled TS and CS data.

b Elasticities isted bctween short-run and long-run columns are ambiguousty defined «n the reference cited.
c. Elasticities for distiltate.

d Crude petroleum products.

e Elasticities for gasoline and oil.

{ Elasticity for keosene.

£ Elasticity for residual oil.

h Vaiue 1$ unity by the assumption.

Source: James A. Edmonds. A Guide to Price Elasticities of Demand for Energy: Studies and Methodologres (Oak Ridge. Tennessee: Oak Ridge Associated Universities,
Institute for Energy Analysis, 1978; ORAUAEA-78-15(R)). 5. 21.
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Table 3.6 is a matrix of "own,” and ‘“‘cross” elasti-
cities. The concept of *‘cross” elasticities refers to the
responsiveness in the quantity demanded of one fuel
0 3 change in price in another fuel. Thus, ‘‘cross”
elasticity is a measure of substitutability; if the
““cross” elasticity coefficient is positive, the two fuels
are substitutes. For exa fEa coefficient of 0.75 in
column 1, row 2, of Tab;&implies that, in response
to a 10% increase in the price of oil, there is a positive
increase of 7.5% in the quantity of gas demanded by
industry; the fuels are substitutes. Lower ‘‘cross"
elasticity coefficients in the second and third col-
umns indicate a lesser degree of substitutability.

Energy Use and Economic Variaples

Tabie 3.6. Long-Ryn Elasticity/Cross-Elasticity Matrix for the
Industrial Sector (Less Feedstocks)

In Response to a Price Change at the
Point of Consumption in

Elasticity of
Consumption of Gas oil Coal  Electricity
Gas -0.381 0.14 0.15 0.34
0il 075 ~1.32 0.14 0.33
Coal 0.75 014 -114 0.33
Electricity 0.73 013 014 -1.29

Note: Mean values calculated for the followsng fuel consumption configura-
tion: 52% natural gas: 19.5% ail: 7.4% coal: 21.1% electneity.

Soyrce: M. L Baughman and F.S. Zerhoot, Energy Consumption and Fuel
Choice by industrial Consumers in the United States (Cambndge, Massachusetts:
MIT Laboratory, March 1975).
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Chapter 5

Investment Criteria and Public Policies
Toward Industrial Energy Conservation

This chapter considers the relationships between
investrnent in industrial energy conservation and
public po'licy measures designed to provide incen-
tives for such investment. In all coasiderations of
policymaking, the relationship between the public
and private sectors is of primary importance. Because
conservation furthers both private and public goals,
it is the role of public policy to assure first that private
conservation efforts are allowed to take place to the

tent of purely private incentives, and then to extend

e degree of conservation beyond the point of private
optimality to the point of public sector optimaliity.
Accordingly, this chapter will consider briefly the
need for and benefits of conservation and then turn to
a discussion of private sector investment criteria,
barriers to optimization, and current public sector
policies.

l. Conservation

By definition the word conservation implies the
preservation and management of a limited physical
stock. In the industrial sector conservation of fuels
can be achieved by four methods of aitering energy
use patterns:

1. Reduction of energy use through ‘‘housekeep-
ing practices’ or short-term efficiencies

2. Reduction of use through the retrofitting of
energy conservation equipment, not involving
process change

3. Reduction of use through process change. a
long-run measure

by Richard S. Mack

-4, Reduction of energy cost by means of fuel sub-
stitution and cogeneration

The category of '‘housekeeping'’ changes refers
to minor modifications of existing systems. These
modifications involve leak-plugging in heating and
cooling processes, the adjustment of systems not
operating at design efficiency, and the employment
of energy manugement techniques to optimize energy
use over time, within the constraints of the existing
capital structure. Housekeeping measures usually
can be accomplished out of operating budgets: capi-
tal investment s not necessary. Because relatively
low costs and a high rate of dollar savings are associ-
ated with the first incremental units of housekeeping
changes, internal financial incentives have provided
the impetus to initiate these practices.

Retrofitting describes modifications made to
existing capital equipment to render it more energy
efficient. The modifications are necessary in older
equipment because of design inefficiencies, which
were appropriate in view of low fuel costs at the time of
the original investment. The category of retrofitting
also includes some elements of fuel substitution—
namely, whatever types of fuel substitution or energy
cascading that can be accomplished without com-
pletely replacing the process equipment. The level of
required investiment for retrofitting varies greatly
depending upon the nature of equipment purchased.

When investment criteria indicate a financial
preference for capital revision over retrofitting opera-
tions, the industry may replace existing assets with
new ones. These process changes may involve the
substitution of new process technology for the pur-
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pose of long-run economy in the total costs of opera-
tions. Specifically, when retrofitting cannot eco-
nomically accomplish fuel substitutions, process
changes may be necessary. Given the long functional
life of capital equipment in major industrial pro-
cesses, -Drocess change requires a major financial
commitment, involving decisions that will affect the
profits of the firm over decades of use. Tatle 5.1 shows
the age of U.S. manufacturing capacity by sector; note
the high percentage of plants that began first-year
operations in 1950 or earlier.

Although internal private sector incentives aris-
ing from post-1973 energy price increases have led to
considerable application of industrial housekeeping
measures, all estimates point to further potential effi-
ciencies available through all four measures of con-
servation. The estimates of industrial energy savings
by use of current conservation vechnology range from
10 to 15%.! Tables 5.2 and 5.3 present potential sav-

ings and projected progress for the Voluntary Busi-
ness Energy Conservation program. In order to realize
these potential savings, consideration must be given
to decision-making in the private sector and to the way
that it is influenced by public sector policies.

Il Investment: Decision-Making in the Private
Industrial Sector

The criteria for business investment are multiple
and zomplex. In order to simplify these relationships,
it is first necessary to briefly consider the private

1. See C. Berg, "Technical Basis for Energy Conservation.” Tech-
nology Review 76(1374): 14; U.S. Senate, Committee on Commerce,
Energy Waste and Energy Efficiency in Industnial and Commercial
Activities (Washington, D.C.: June 1974): and E. P. Gyttopouios.
et al, Potential Fuel Effectiveness in Industry (Cambridge, Massa-
chusetts: Ballinger, 1974).

Table 5.1. Major Industry Groups: Age of Plant, 1975

First Year of Operations Class (%)

SIC 1950 and 1951- 1961~ 1966~ 1971~
Cade Industry Group earlier 1960 1965 1970 1975
2039 All manufacturing 57 16 9 11 7
20 Food and kindred products 65 12 8 9 6
21 Tabacco products 81 0 5 4 D
22 Textile mill products 69 8 7 10 6
23 Apparel, other textile products 47 15 12 14 12
24 Lumber and wood products 49 13 11 14 13
25 Furniture and fixtures 54 15 9 11 12
26 Paper and allied products 61 15 9 11 5
27 Printing and publishing 55 14 8 12 10
28 Chemicals, allied products 59 18 7 11 5
29 Petroteum and coal products 82 9 3 4 3
30 Rubber, miscetlaneous plastics products 44 15 13 17 10
k) Leather. leather products 59 14 9 12 6
32 Stone, clay, glass products 60 16 9 9 7
33 Primary metal industries 17 10 4 6 4
34 Fabricated metal products 53 17 9 12 9
35 Machinery, except electric 55 16 8 13 8
36 Electric, electronic equipment 41 21 12 13 7
37 Transportation equipment 64 20 6 6 4
38 Instruments, related products 44 21 11 14 11
39 Miscellaneous manufacturing industriec 49 D 12 1S 0

0 = Withheld to avoid disclosing higures for individual companies.

Source: 1975 Age of Plant File 1 Jor~ Gove~
14 =17 August 1978

5.2

1 Cor Linomis, “Age of Manufactuning Plants.” presented at the Joint Statistical Meetings, San Diego, Califorma.
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Table 5.2. Potential Savings for 19807

. 1980
1980 Energy Use Projected 1980 Savings
1972 Energy Use Assuming through
. Energy Use with Base Year Attainment of Attainment of Net Targets

Sic (Base Year) Efficiency Net Targets
Code  Industry 10%2 Btusyr 10 Btu/yr 1012 Bu/yr 1012 Btwyr  BFOE/day
20 Food and kindred products 1,047 1,195 1,052 143 62,200
22 Textile mill products 474 567 440 127 55,200
26 Paper and allied products 1,388 1,526 1,210 316 137,400
28 Chemical and allied products 3,087 4,800 4,128 672 292,200
29 Petroleum and coal products 2,993 4,007 3,527 480 208,700
32 Stone, clay, and glass products 1,462 1,753 1,478 275 119,600
33 Pnmary metai industries 4,246 5,167 4,690 477 207,400
34 Fabricated metal preducts 442 587 445 142 61,800
35 Machinery, except electric 437 707 601 106 46,100
37 Transportation equipment , 414 690 580 110 47,800
Total 15,990 20,995 18,151 2,848 1,238,400

2. In terms of total energy use.

0. Barreis fuel ol equivalent (BFOE) per day; conversion factor is 6.3 x 10 Btu per BFOE.
Source: U.S. Department of Energy, Industrial Energy Efficiency Program. Annual Report (Washington, 0.C.. 31 March 1978).

Table 5.3. Progress toward Achieving Energy
Canservation Goals

Percent Improvement
in Energy Efficiency

SiC Realized Target
Code Industry 1976 1980
20 Food 11 12
22 Textiles 12 2
26 Paper 9 20
28 Chemicals 10 14
29 Petroleum 10 12
32 Stone, clay, glass 8 16
33 Primary metals 4 9
34 Fabricated metals 8 24
35 Machinery 19 1S
37 Transpartation 13 16

Composite average 8 13

Source: U.S. Department of Energy. /ndustrial Energy Eliciency Program,
Annual Report (Wasmington. 0.C.. 31 March 1978).

sector. Goal-setting in industry is in itself a complex
process; the long-run viability of a firm may depend
upon the ability of management to shift emphasis in
the short run from one managerial objective to
another.

The traditional private sector organizational
objective is profit maximization, which is likely to be
the most appropriate single goal in the long run. Yet
this objective is usually constrained by other param-
eters, which include the maintenance of market
share, the maintenance of stockholder rate of return,
the maintenance of sales levels, and the minimiza-
tion of risk. Alternatively, each of those constraints
can become a goal in its own right, particularly in the
short run. Such goal substitution would, therefore,
shift profitability into the category of a parameter,
requiring a stated level of profitability to satisfy
stockholders or management.

Assuming a long-run criterion of profit maximiza-
tion, investment decisions about the purchase of
equipment for either retrofitting or process change
deperid upon expectations of the long-term effect of
these expenditures on the cash flows of the firm. Most
capital budgeting models consider the contribution

53

N



Industnal Energy Use Data Book

of 5 capital asset to the long-term profitability of the
firm: that is, if, over the lifetime of an investment,
the additional benefits outweigh the marginal costs,
then the investment is deemed acceptable. Specifi-
cally, the marginal benefits of an energy-reiated
investment may include reduction in fuel costs over
time, as well as favorable changes in other input/out-
put relationships; the “marginal costs include such
iIncremernital costs to the firm as capital, operating,
and maintenance charges. Both benefits and costs
are adjusted for the length of time of the analysis by
incorporating some version of present valuation. In
view of the likelihood that, over time, both benefits
and costs will vary from original expectations, assorted
adjustments for decision-making under uncertainty
may be incorporated into this capital budgeting frame-
wark. Analytic techniques for investment analysis are
variations and extensions of this basic marginal anal-
ysis. These techniques include internal rate of return
analysis, break-even analysis, payback analysis, and
life-cycle costs analysis. In combination with present
valuation and risk assessment theories, all of these
methods allow for ranking and choosing among invest-
ment alternatives.

Despite the apparent simplicity of this general
approach, numerous factors enter into the calcula-
tion of comparative feasibility: many of these vari-
ables are based upon the decision-makers’ percep-
tions of the future. A partial list of these contributing
factors include the following:

Expected product demand

Expected changes in the cost of capital
Expectations of fuel cost and availability
Interaction with regulatory requirements
Age of existing nrocess equipment
Change in unit costs

Operating and maintenance expenses
Tax advantages

Installation disruption

Among these factors are several influenced by exter-
nal institutions. Because of the importance of these
institutions to the investment decision, a brief con-
sideration of situations in which these factars
oecome barriers 1s necessary to the development of
policy analysis.

Ill. Barriars

With respect to investment in energy conservation
equipment, tne term barriers refers to those con-

5.4

straints on the investment decision that are raised by
the regulations, policies, or procedures of institu-
tions in both the public and private sectors. Thus,
environmental regulation would be an example of a
barrier to certain fuel substitution measures. Simi-
larly, barriers are raised by the policies of financial
institutions, which offer different interest rates
depending upon the purpose and the time horizon of
the loan. Because the general field of energy produc-
tion is highly regulated, numerous barriers are unin-
tentionally raised by state, federal, and local power
regulatory boards against private sector cogenera-
tion when requirements originally established for
commercial electrical generation are applied to gen-
eration for internal use.?

Reducing and avoiding such barriers are goals of
policymakers. As information is a primary requisite to
attaining that goal, studies are under way to identify
the sources of barriers to industrial investment in
conservation. A recent study by the Lawrence Berke-

ley Laboratory has developed a method of identifying .

potential barriers to investment by analyzing the
interaction of attributes of various conservation mea-
sures with the characteristics of the industry,3

Figures 5.1 through 5.6 treat several conservation
measures considered as potential investments by the
steel and chemical industries. Each table is a matrix
that expresses industrial sector characteristics as
row variables and attributes of the conservation mea-
sure as column variables. The industrial sector char-
acteristics are factors that have significant bearing
upon the investment decision; these characteristics
are described for the particular industry as of "“high,
medium, or low"” (H, M, or L) importance. Similarly,
the column variables of conservation measure attri-
butes are rated ‘‘high, medium, or low" depending
upon qualitative determination. Each cell contains a
sign for plus, minus, or zero. These represent the
resultant interaction of conservation measure attri-
butes and industrial sector characteristics. Plus indi-
cates a combination of factors that increases the like-
lihood of adoption. Minus derotes the decreased like-
lihood of the adoption of the measure, and zero denotes
the lack of significant effect.® Examination of the
matrix will determine whether the given conservation

2. G. N. Hatsapoulos. E. P. Gyftopoulos, et al, "Caprtal Invest.-
ment to Save Energy,”” Harvard Business Review (March-Apni!
1978).

3. Lawrence Berkeley Laboratory, Energy Conservation: Policy
!ssues and £nd-Use Scenarios of Savings Potential, Part 3: Poiicy
Barriers and investment Decisions in Industry (Berkeley: Univer-
sity of California, September 1978).

4. LBL, Energy Conservation, p. 11.
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Unreliability | Techaical
Conservation Cost Relative | Unscheduled | Disruption | Sophistication | Environmental | Change in
'\Measure Effective | Cost Downtime to Install | Needed Impacts Dependency
Attribute HML | HML HML HML HML +0- +0-

Subsector \

Characteristics
Market Growth

HML 0 0 0 0 0 0 0
Capital Intensity

HML + -0 0 0 0 0 0
Energy Intensity

HML + 0 0 0 0 0 0
Access to Credit

HML 0 0 0 0 0 0 0
Rate of Return on Investment

HML 0 0 0 0 0 0 0
Regulatory Restrictions

HML -] 0 0 0 0 0 0 0
Age of Plant
(old) H M L (new) + - 0 0 0 0 0

'ailability of Fuels  ~~

ML 0 0 0 0 0 0 0
Technical Complexity

HML 0 - 0 - - 0 0

Figure 5.1. Conservation/investment matrix for
improved housekeeping in the steel industry

Source: Lawrence Berkeley Laboratory, Energy Conservation:
Policy Issues and End-Use Scenarios of Savings Potential, Part 3:
Policy Barriers and Investment Decisions in Industry (Berkeley:
University of Calitornia, September 1978), p. 14.

measure faces significant barriers, which might IV. Public Policies Affecting

require government action.® Energy Consumption

Government action is both a potential creator and
a potential remover of barriers to investment. Accord- Energy.fe]ated pUbIIC po||cy encompasses the
ingly, the following section describes a theory of  group of laws, taxes, incentives, or rules by which the
optimality ot government actions. The various policy public sector alters the level of energy use that results
measures that currently influence the decision to from a purely private sector equilibrium, It is empha-
invest in industrial energy conservation are then briefly
described in the review of existing legislation. 5. LBL, Energy Conservation, p. 12.
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Unreliability Technical
Canservation Cost Relative | Unscheduled | Disruption Sophistication | Envircnmental Change in
Measure Effective | Cost Downtime to Install | Needed Impacts Dependency
Attribute HML | HML HML HML HML +0- +0-

Subsector

Characteristics
Market Growth

HML - - 0 0 0 0 0
Capital Intensity

HML - - 0 0 n 0 0
Energy Intensity

HML + 0 0 0 0 + 0
Access to Credit

HML + + 0 0 0 0 0
Rate of Return on Investment

HML - 0 0 0 0 0 0
Regulatory Restrictions

HML - - - - - + 0.-
Age of Plant
(old) H M L {new) + + 0 0 0 + 0
Availability of Fuels

HML + 0 + 0 0 +0 +.0
Technical Compiaxity

HML - - - - - 0 0

Figurs 5.2. Conservation/investment matrix for new
plant construction in the steel industry

Source: Lawrence Berkeley Laboratory, Energy Conservation:
Policy Issues and End-Use Scenarios of Savings Potantial, Part 3:

Policy Barriers and Investmen

t Decisions in Industry (Berkeley:

University of California, September 1978), p. 15.

sized that, in theory, intervention occurs and is justi-
fied when conditions in the private sector do not allow
for eauilibrium levels of energy use, conservation,
and supply deemed adequate by public bodies. Such
an inefficient situation may resy'* from imperfections
In the institutions and activities associated with the
internal incentives of the price system.

When the private sector solution is less than opti-
mal, movement toward a more preferable equilibrium
can be effected by policies that either (1) alter the
private sectcr solution by making marginal changes
in the price system inputs, or (2) provide a substitute
for the private sector solution. In either case, the

5-6

general theory of public decision-making closely
parallels that of the private sector in the considera-
tion of the incremental benefits and costs of public
actions.® The existence of positive net benefits indi-
cates feasibility of a policy action. The general formula
for policy optimization is the present value expres-
sion,

g AEfficiency + AEquity _ & ACosts, + ACosts,

Net banefits = A
1+ Y T

(a]

6. For a survey of benefit-cost techniques, see Alan R. Prest and
Ralph Turvey, ''Cost.Benefit Analysis: A Survey,” Economic Jour-
nal (1965);: 683~-735.
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| Unreliability Technical -
Conservation Cost Relative | Unscheduled  Disruption | Sophistication Environmental | Change in
Measure Effective | Cost Downtime to Install | Needed Impacts Dependency
Attribute HML HML HML HML HML +0- +0 -

Subsector

Characteristics
Market Growth

HML +.0 0 0 0,- 0 0 0
Capital Intensity

HML +,0 0 0 0,- 0 0 0
Energy Intensity

HML +.0 0 0 +.,0 0 0 0
Access to Credit

HML 0 0 0 0 0 0 0
Rate of Retum on Investment|

HML 0 0 0 - 0 0 0

i Regulatory Restrictions

HML +.0 0 0 0 0 +.0 0
Age of “lant
(ofd) HM L (new) 0,— +.0 0 0 0 + 0
Availability of Fuels

HML 0 0 0 0 0 0 0
Technical Complexity

HML + - 0 - - 0 0

Figure 5.3. Conservation/investment matrix for
improved housekeeping in the chemicals industry

Source: Lawrence Berkeley Laboratory, Energy Canservation:
Policy Issues and Eng-Use Scenarios of Savings Potential, Part 3:
Policy Barriers and Investment Decisions in Industry (Berkeley:
University of California, September 1978), p. 16.

where costs, and costs, represent public and private
costs, and the denominators of the aggregate benefit
and aggregate cost expressions indicate present val-
uation of the n periods of policy existence based upon
a rate of time discount .7 A theoretical optiriium is
achieved when all policy prescriptions have equal net
marginal yields, and system net benefits are accord-
ingly maximized. Much like private sector criteria,
adjustments are made to discount not only for time
elements, but also for the refative probabilities of
actualizing projected benefits and costs. This model

ublic policy is only an idealized reflection of real-
'yet. like the friction-free model of the perfectly

competitive economy, it provides concepts of causal-
ity and offers a measure of efficiency to which reality
can be compared.

V. Review of Existing Legislation

There are three general types of policy measures
that directly affect industrial energy use: tax incen-
tives, direct regulation, and subsidies. Existing poli-
cies of each type are listed and briefly described below.

7. Clair Wilcox and W. G. Shepard, Public Policies Toward Busi-
ness (homewood, lllinois: Richard 0. lrwin, Inc., 1975), p. 51.
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Unreliability Technical
Conservation Cost Relative | Unscheduled | Disruption | Sophistication | Environmental Change in
Measure Effective | Cost Downtime to Install | Needed Impacts Dependency
Attribute HML | HML HML HML HML +0- +0-

Subsector

Characteristics
Market Growth

HML + + 0 0 0 0 0
Capital Intensity

HML - - 0 0 0,- 0 0
Energy Intensity

HML + 0 0 0 0 + -
Access to Credit

HML + + 0 0 0 0 +.0
Rate of Retum on Investment

HML + 0 0 0 0 0 0
Regulatory Restrictions

HML - - 0 0~ 0,- - 0.—
Age of Plant .
(old) H M L (new) - - 0 0 0 0 0
Availability of Fuels

HML +,~- 0 0 0 0 0 0
Technical Complexity

HML + - - - - 0 0

Figure 5.4. Conservation/investment matrix for new
plant construction in the chemicals industry

Source: Lawrence Berkeley Laboratory, Energy Ccnservation:
Policy Issues and Eng-Use Scenarios of Savings Potential, Part 3:
Policy Barriers and Investment Decisions in Industry (Berkeley:
University of California, September 1978), p. 17.

The chronological ordering of public laws (PL) under-
scores the acceleration of industrial conservation
enactments. ‘This list covers only federal legislation
that has significant, direct or indirect impact on
industrial energy use.8

A. 1974

1. Energy Supply and Environmental Coordination
Act (PL 93-319)

This act involved conversion of power plants to

coal and required several areas of study by the Fed-

eral Energy Administration (FEA) concerning restric-

5.8

tion of export of energy-intensive goods, incentives
for increased industrial recycling, and industrial
energy use efficiencies.

2. Nonnuclear Energy Research and Energy Re-

search and Development Act (PL 93-577)

This act required that “energy conservation shall
be a primary consideration in the design and imple-
mentation of the federal nonnuclear energy programs. "

8. The review of energy conservation legislation relies upon
Doan L. Phung, "Energy Conservation Paiicies,” unpublished
manuscript, Oak Ridge Assoctated Universities, Institute for
Energy Analysis, Oak Ridge, Tennessee, 1978; and Congressional
Quarterly, Inc.. Energy Policy (Washington, D.C.: Apnil 1979).
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’ Unreliability Technical
Conservation Cost Refative | Unscheduied | Disruption | Sophistication | Environmental Change in
Measure Effective | Cost Downtime to Install | Needed Impacts Dependency
Attribute HML HML HML HML HML +0- +0-
Subsector
Characteristics
Market Growth
HML + + 0 - 0 0 0
Capital Intensity
HML - + 0 - 0 0 0
Energy Intensity
HML + - 0 0 0 + 0
Access to Credit
HML 0 + 0 0 + 0 0
Rate of Return on investment
! HML - - + 0 0 0 0 0
Regulatory Restrictions
HML 0.- 0.- +.0 0 0.- 0.- 0
— T
i Age of Plant
| (old) H M L (new) +,- + + 0.~ 0 0 0
o
vailability of Fuels
HML +.= +,= 0 0 +,= +,- .-
Technical Complexity '
HMmL - 0.- + - - 0 0

Figure 5.5. Conservation/investment matrix for waste
heat recovery in the chemicais industry

Source: Lawrence Berkeley Laboratory, Energy Conservation:
Policy issues and £nd-Use Scenarios of Savings Potential, Part 3:
Policy Barriers and Investment Cecisions in Industry (Berkeley:
University of California, September 1978), p. 18.

B. 1975

The Energy Policy and Conservation Act (PL 94-
163) required that the FEA establish efficiency tar-
gets in each of the 10 most energy-consuming sectors.
The program was voluntary with no penalties for fail-
ure to reach the targets.

C. 1976

Under the Energy Conservation and Production

o (PL 94-385), the FEA was authorized to study elec-

’utility rate design changes with respect to the
ects of peak pricing, load management, etc.

0. 1978

The 1978 National Energy Act is comprised of five
bills, each having impact upon the industrial sector:

The Powerplant and Industrial Fuel Use Act (PL
95-620)

The Energy Tax Act (PL 95-618)

The Public Utility Regulation Policies Act (PL 95-
617)

The Natural Gas Policy Act (PL 95-621)

The National Energy Conservation Policy Act (PL
95-619) '

5.9

9
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. Unreliability Technical
. Conservation Cost Relative | Unscheduled | Disruption Sophistication | Environmental Change in
Measure Effective | Cost Downtime to Install | Needed Impacts Dependency
Attribute HML HML HML HML HML +0 - +0 -

Subsector - - - = - =

Characteristics
Market Growth

HML + + 0 0 0 0 0
Capital Intensity

HML - - 0 +,- - 0 0
Energy Intensity

HML + - 0 0 0 + 0
Access to Credit

HML - - 0 0 0 0 0
Rate of Return on Investment

HML ¢ 0 0 0 0 0 0
Regulatory Restrictions

HML - - +,- 0 0,- - 0.-
Age cf Plant
(old) HM L (new) + + 0 0 0 0 0
Availability of Fuels

HML +, - +,- +, - +0- + - + - 0

| Technical Complexity
HML + - - 0,- 0,— 0 0

Figure 5.6. Conservation/investment matrix for pro-
cess change and major renovation in the chemicals
industry

Source: Lawrence Berkeley Laboratory, Energy Conservation:

Policy Issues and End-Use Scenarios of Savings Potential, Part 3:
Policy Barriers and Investment Decisions in Industry (Berkeley:

University of California, September 1978). p. 19.

1. Powerplant and Industrial Fuel Use Act

Title |l barred new electric power plants and major
fuel-burning installations from using fuel il or natural
gas as the primary energy source in large boilers. The
energy secretary was also empowered to issue rules
prohibiting oil and gas use in broad categories of non-
borier uses. Temporary exemptions could be obtained,
however, on grounds of environmental constraints or
In cases of the physical incapability of conversion;
provision for permanent exemption was also made.

5-10

Title 11l dealt with existing facilities, prohibiting
the burning of natural gas after 1990; plants not using
gas as a primary fuel during 1977 were prohibited from
converting to gas. Title IV empowered the energy
secretary to prohibit the space heating use of natural
gas if the boiler consumed 300,000 cubic feet of gas
per day and could run on oil. Title IV, Section 602,
authorized $400 million in both 1979 and 1980 for
loans to existing power plants to finance the cost of
pollution control devices required for coal conver-



sion, and Title VI| created programs to study the effects
of increased coal use.
2. Energy Tax Act
A 10% investment tax credit was provided to busi-
q,esses for the installation of (1) equipment for pro-
ducing synthetic fuel, geothermal, solar, or wind
energy if installed in a new building; (2) heat exchang-
ers, waste heat boilers, heat wheels, recuperators,
heat pipes, automatic energy control systems, and
other specified items for industrial energy conserva-
tion in process uses; and (3) specified industrial
recycling equipment, shale oil equipment, and equip-
ment used to produce natural gas from geopressured
brine. Moreover, the act provided special deprecia-
tion treatment for natural gas or oil boilers replaced
before their expected retirement and a percenfage
depletion allowance for natural gas produced from
geopressured brine. It also denied investment tax
credit and accelerated depreciation for specified gas
and oil boilers.
3. Public Utility Regulatory Policies Act
The primary effect of this act involved the impact
of rate structure changes upon industrial electricity
rates. These provisions required the prohibition of
declining block rates and the encouragement of sea-
‘nal rates, time-of-day rates, interruptible rates,
load management techniques. Other sections of
'act that affect industry are as follows:

Title 11, Section 210, provided for the encourage-
ment of cogeneration and small-scale power pro-
duction by establishing rules which required
utilities to sell electricity to and purchase electri-
city from qualifying cogenerational facilities.

Title IV encouraged industriai development agen-
cies to develop small hydroelectric projects.
Loans were made available for feasibility studies
and for licensing costs.

4. Natural Gas Policy Act

A number of the provisions of this act potentially
influence industrial energy use. The act required an
incremental pricing rule for industrial boiler fuel facil-
ities, which identified those low-priority gas consum-
ers who would bear the higher costs for purposes of
easing the impact on high-priority users. Further-
more, once an incrementally priced industrial facility
reached gas prices equal to an alternate fuel's, the
higher gas costs would be limited to the alternative
tuel price level. Title IV of the act specified certain

Investment Criteria and Public Policies

industrial processes or feedstock uses that have cur-
tailment priorities after residences, businesses,
schools, and hospitals,

S. The National Energy Conservation Policy Act

Although directed primarily at houses and busi-
nesses, this act did make provision for the establish-
ment of industrial equipment efficiencies and recy-
cling targets. It also provided for the testing and label-
ing of energy efficiencies in specified process heat,
electrolytic, and electric motor-driven equipment
and set targets for the use of recycled materials in the
metals, paper, textile, and rubber industries,

VI. Policy Assessment

Assessment of industrial energy policy not only
involves the appraisal of past and existing policy
efforts but also can establish relationships upon
which projection of future policy actions may be
based. Policy analysis is, therefore, an ongoing pro-
cess by which the gap between theory and reality can
be narrowed.

Because the preponderance of existing federal
conservation legislation was enacted in the fall of
1978, many associated policy directives have only
recently been issued. Under these conditioris, impact
assessment is premature. In the absence of such
appraisals, policy impact projections can only be
based upon the effectiveness of parallel or general
policy issues. For example, projections of the effec-
tiveness of the industrial energy tax policies may be
based upon the substantial literature which deals
with the general response of industrial investment to
tax policy.? Based on this type of response, simula-
tions can be developed to estimate the impact of the
explicit energy policy.

This chapter does not attempt to enumerate the
vast number of state and local policies enacted since
1974. The relationship between these state and local
policies and federal legislation does merit study,
particularly because of the possible existence of con-
flicting as well as complementary relationships.

9. See Robert Eisner and Patrick Lawler, “‘Tax Policy and Invest-
ment: An Anaiysis of Survey Responses.'" American Economic
Review 65, no. 1 (March 1975); R. £. Hall and . W. Jorgensan,
"“Tax Policy and Investment Behavior," American Economic
Review (June 1967); and G. Fromm. ed.. Tax Incentives and Capital
Spending (Washingten. D.C.: The Brookings Institution, 1971).
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Chapter Eight

OMY:
E PRICE SENSITIVITY OF THE HUNGARIAN ECON
T THE CASE OF ENERGY DEMAND

BY ISTVAN DOBOZI

Introduction

In the past decade considerable research effort has been expended to
understand the terms of trade and balance of payments effects of the dramatic
increases in energy import prices on the Hungarian economy. Howeve{,
comparatively little attention has been devoted to the_ effects of the domestic
energy price changes, although pricing has increasingly been used as ag
instrument of energy policy in an attempt to reduce energy demand an
encourage conservation. S .

The agim of this chapter is to estimate empirically the responsiveness qf
users to these changes in domestic energy prices. Knowledge of this is
important on several grounds:

(i) A high price elasticity for energy demand implie.s a long-term ablht); of
the economy to absorb the impact of higher energy prices; price shocks, after
generating pronounced inflationary and recessionary effects in the short tenl;l,
do not act as a constraint to economic growth over the.longer. term. By
contrast, a low price elasticity implies weak reactions to increasing energy
costs and a protracted adverse effect on output, inflation and other macro-
economic variables.! o

(ii) The size of the price elasticity allows us to assess the feasibility of

i ice-i d effects.
energy conservation through price induce { ) .

(iii) Study of price sensitivity may shed light on potential systemic or

regulatory problems of a more general nature.

Our procedure is to estimate a series of demand models .for various enlt':rgy
products and consuming sectors for which data were available. We be. lev;
that simultaneous models are inappropriate and generally lead to biase
cstimates because they do not take account of the dyna.mlc' nature of energ);
demand, equipment depreciation and int.er-factor substitution. Two types o
dynamic model are used for estimating short-run and long-run price
elasticities, namely the autoregressive Koyck scheme and the Almon

mial lag scheme. o .
PO%:I: varietygand severity of estimation prc.)b.lems show }hat it is no SImp;e
matter to estimate price clasticities and that it is equally difficult to assess t <;
rcliability of the estimates when they hfxve been rr}ade. Cqmpansons 0
estimation procedures indicate that poteptlally large d|scr.epanC|es may occu;
as a result of choices among competing models, estimators and data.

"
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Uncertainty about the accuracy of a specific elasticity measurement can be

somewhat mitigated if the results of alternative models are compared. Such a
comparison reveals a range of elasticities with which one can feel more
confident than with any one elasticity measurement.

First we present the dynamic models and discuss some estimation
problems. Then we give the estimation results and some international
comparisons. Finally, we discuss some of the factors responsible for the
relatively price-inelastic response in the Hungarian productive sectors,

The model methodology

It is assumed that the simple static version of the energy consumption
function has the following general form:

Ei=a+bY,+cP,+e, . (1)

where E =energy censumption
Y=real Gross Domestic Product
P =real price of energy
€ =error term
a =constant

The variables are expressed in logarithms, so that b is the incom
and c is the short-run price elasticity. Unless ctated otherwise, we shail
assume that the error term is normally distributed, independent of the
explanatory variables, and neither serially correlated nor heteroscedastic.

The usual deficiency of static models such as (1) is that they do not allow for
any long-term reaction to price changes. Change in the demand for energy
sources is a dynamic process because reactions are not complete within a
single time period. Consumers’ immediate response to a price change is
limited to. more or less use of available energy-using devices. For example,
firms are locked into existing capital structures and production processes,
limiting their reaction to energy price changes to more or less intensive use of
existing capital.®> Until the capital stock is altered through depreciation,
modification, and replacement, energy demand will be relatively little
affected by price changes independent of income level changes, and thus
relatively price-irelastic responses can be anticipated.

An increase in the real price of energy generates conservation trends that
will last for a longer period of time. A restructuring of the capital stock
(including modifications to existing equipment), inter-factor substitution, the
gradual phasing out of eriergy-intensive processes, etc., are the eiements
embedded in the long-term price elasticity. Thus it is anticipated that

consumer responses to energy price changes will spread out over several
years.

The contrast between short- and long-
shift in the demand curve. Take a situ
energy price suddenly rises from Po to p,

e elasticity

run elasticities can be visualised as a
ation shown in Figure 1, where the
. In the short run there is only a small
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FIGURE | S.UN AND LoNG-RUN ErLasmicinies
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decrease in demand from qq to qq, as consumption moves up on a (eonstal}t-
elasticity) short-run curve Ds from w to x. However, this is only a partial.
response, and the total response may be expected to cumt{Iate over time as a
result of substituting other inputs, such as labour and cap_utal, for energy, by
adopting technical changes, etc. Thus demand would continue moving toward
gz. which is on the long-run demand curve D;. This movement can .be
depicted as going from x to y; a large number of demand curves are being
crossed, one of which is the intermediate demand curve Dy,.

Itis not unusual in the literature to assume a dynamic relationship betwee.n
energy consumption and income changes, in addition to this dynam!c
rclationship between price and consumption. However, thc sa‘me dynamlc
mechanism does not really apply in the case of income elasticity.* The income
cffect operates on energy demand through the utilisation of energy-using
equipment. High past incomes (unlike past prices) dp not have a bearing on
current energy demand. Past incomes may deterr!une the capital stock in
industry and appliances in the household, but theI:e 1s no guarantee _that these
will be fully used at any given point in time. It is the movement in current
income that, by determining the utilisation rates, establ!shcs the level of
cnergy demand (along with prices and other factors). Thus income represents
the capacity utilisation variable and hence has only a short:term impact, while
price changes have both a short and a long-run lmpatft on energy
consumption. Energy demand is then assumed to bc': a function of income

. (activity level) and prices according to the following double-logarithmic

/spcciﬁcalion:
<
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E.=a+bY,+coP.+c|P._,+c2P._2+ <. . tey
[+
=a+bY, +chP._j+e, (2)
j=0
where a, b and ¢ are the parameters to be estimated. ¢, is the short-run price
elasticityand c,, c, . . . are the interim price elasticities because they measure

the impact on mean E of a unit change in P in various time periods. And

-]
e
j=0

gives the long-run price elasticity. .
Model {2) represents an infinite lag distribution because the length of the
lag is assumed to be infinite. In some cases it is reasonable to assume that

lim Ci=0
oo

The vanishing of the ¢; in the limit means that following a change in the
explanatory variable P, the dependent variable E eventually reaches, perhaps
in asymptotic fashion, a new equilibrium. If all ¢j after ¢, vanish, the model
reduces to a finite distributed lag of the following form:

m
E,=a+bY, +2cip._j+e.. (3)
j=0

The infinite distribution lag model is clearly not suitable for direct
estimation in its original form since it involves an infinite number of
regressors. If the number of terms in the finite distributed lag is very small,
then model (3) can be estimated using ordinary least-squares (OLS)
regression. However, when there are many terms and little is known about
the form of the lag, direct estimation becomes difficult for several reasons.
First, the estimation of a lengthy lag structure uses up a large number of
degrees of freedom. Second, the estimation of an equation with a substantial
number of lagged explanatory variables is likely to lead to imprecise
parameter estimates because of the presence of multicollinearity. Both these
difficulties can be resolved if one can specifiy a priori some conditions about
the form of the distributed lag. Many possible structures for the lagged
coefficients have been suggested in the econometric literature.® In this
chapter we use two of these, the Koyck and the Almon distributed lag
models.

The Koyck model assigns increasingly lower weight or importance to
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cnergy pricc in past time pcriods in the form of a series of geometricélly
declining weights. With appropriate transformation model (3) can be
estimated by Ordinary Least Squares (OLS) in the following form:

El-Et—l=a(l-}‘)+b(Yt _XYI—I)'*'COPF*')'E(—!'*'V! (4)

where b is the short-run income elasticity, g is the short-run price elasticity,
and v, is the error term. The long-run elasticity is given by co/(1~)), where A is
the rate of decline of the distributed lag.

The Almon model allows.a more flexible distributed lag. Here we assume
that lag weights can be specified by a continuous function, which in turn can
be approximated by evaluating a polynomial function at the appropriate
discrete points in time.

Suppose that the lag pattern can be approximated by a polynomial of the
following form:

C=Wotwi+wail+ . . . +wpi® 5)

where p is the degree of the pclynomial. The length of the lag may be defined
as the number of ¢'s excluding co. With appropriate transformation we obtain

the following model in which the parameters a, b and w can be estimated by
OLS.

E.=a+bY.+w0(§ P.-.) +WI(§_‘; iP._i)
j j
+w2(i=21 |2P._;)+ - +wp(E |PP,_;)+e, (6)

where b is the short-run elasticity and the price elasticities can be calculated
from (§).

Estimation results

Time series data were collected for the whole economy and for three sectors,
industry, agriculture and households, on the direct consumption (direct
consumption excludes consumption related to converting one source of
energy into another one) of aggregate energy and several energy sources such
as oil, natural gas, coal, electricity, heating oil and petrol. When energy
demand is analysed at the aggregate level, many important shifts within the
structure of the economy are concealed. Energy demand behaviour should
also be modelled at the sectoral level, where the different profile of
adjustments can more properly be investigated. The sectoral scope and the

THE PRICE SENSITIVITY OF THE ECONO

The income (or activity) variabic represents rcal GDP for the national
economy and real sectoral value added for industry and agriculture. Real
values were obtained by using the industrial producer price index as deflator.
In the case of the household sector the income variable is represented by real
income using the general consumer price index as deflator.

Encrgy prices are expressed in real terms using the industrial producer
price index as deflator for the whole economy, industry and agricuiture, and
the general consumer price index for the household sector. Average energy
prices used in the zggregate energy demand models represent a Btu-weighted
average of different fuel price categories. In several models, to test the effects
of winter temperature, the average winter temperature is introduced. All the
models are specified in double-logarithmic form so that the estimated
parameters of the explanatory variables can be interpreted as elasticities.

Different degree poiynomials with various lengths for the price lag were

TABLE 1

AGGREGATE ENERGY CONSUNPTION

Whole Economy Industry  Agriculture
Estimation period 1970-84 1970-84 1970-84 1970-84 1970-84
Lag structure Static Koyck Almon Almon Static
lincar linear
Total length (in years)
of lag distribution 0 ® 4 3 0
Parametert!) @
a 1-494 0-942 -0-985 -0-313 0-278
(4-112) (2-621) (1-214) (0-584) (0-152)
b 0-767 0-987 1.610 1-255 1-068
(7-197) (4-670) (7-075) (9-002) (1-974)
Co -0-092 -0-049 -0-096 —-0-048 -0-065
(1-.911) (2-247) 3-27) (1-803) (0-337)
< -0-085 -0-057
(4-480) 4-311)
<2 ~0-074 ~0-057
(5-325) (5-365)
C3 -0-063 -0-076
(3-330) (2:979)
Cs -0-052
(1-786)
pXH ~0-160 -0318  -0-248
d -0-030 -0-156 —-0-094 ~0-011
(1-963? (2:576) (1-431) (0-289)
R? 0-972\» 0-712 0-895 0913 0-522
D.W. 1-7029 1-830¢9 2:231 2-668 0-741

Notes: ') a=constant term; b=short run income/activjty/elasticity; co=short-run price elasticity;
€14 €2, C3, €4, cs=lagged price elasticities; 2, c;=long-run price elasticity (significant
coelficients only); d=weather elasticity;
@) t.ratios in parentheses;
©> Unadjusted for dzgrees of freedom;
%) The estimates were corrected for serial correlation;

number of fuels investigated for the individual sectors were determined by the
/Gj‘vnilnbility of data.

\\

%) Tke Durbin-Watson statistic is reported, although biased toward 2 in the presence of
lagged dependent variable, for lack of any more relevant statistic.
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tried when, the Almon techrique. That particalar polynomial lag profile
is chosen provides the best (in the statisticai sense) fit. Generally this is
2 lincar siructure. In those cases when only one dynamic model is reported
the other model’s overall explanatory power proved to be too low, as
indicated by a low F-statistic. Initially, cross-price elasticities were also
estimated, but in all cases they proved to be statistically insignificant and
frequently had the wreng (negative) sign. Since price-driven inter-fuel
substitution was found to be negligible, only own-price elasticities are to be
estimated. The results of the estimation are given in Tables 1-7, and the prit;e
clasticity estimates obtained with alternative models are summarised in
Table 8.

Generally speaking, as anticipated, the static formulatior; of the qemand
for energy is unsatisfactory. Although the static model generally gives an
excellent fit to the data, the strong evidence of serial correlation indicated by
the Durbin-Watson test suggests that this model is not well specified. Most of
the computed yearly price elasticities are far too big, mainly because they
absorb part of the missing long-term price effect. Similarly, as a consequence

TABLE 2
Q1L ConsUMPTION OF INDUSTRY

Estimation period 1960-84 1960-84 1960-84

{01L 'KICE SENSITIVITY OF THE ECONOMY

TABLE 3

NATURAL GAs ConsuMPTiON

Industry Households
Estimation period 1963-84 1953-84 1963-84 1963-84 1963-84
Lag structure Static Almon Static Koyck Almon
quadratic linear
Total length (in years)
of lag distribution 0 4 0 ® 5
Paramcter"- (@
a -5-516 ~1-489 —8-887 6-807 2-572
(2-635) (3-425) (1-547) (1-573) (2-640)
b 2123 1-441 4-251 2.531 2-156
(4-774) (16-041) (10-023) (3-880) (2-996)
Co 0-135 0-156 -1:378 ~-2:237 -0-767
(1-024) (3-052) (1-596) (3:311) (2-009)
< 0-029 -0-874
(0-986) (3-175)
[ -0-041 - -0-981
(1-066) (4-596)
c -0-053 -1-088
T (1913) (4-634)
Cy -0-007 -1-195
(0-099) (3-699)
Cs -1-303
(2-961)
> -4.483 -5-334
d -0-074
(0-487)
R? 0-979 0-983 0-960 0-845 0-932
D.w, 1.245 1-768 2-396 2-008t4 1-741

Notes: (" amconstant term; b=short-run income (activity)
clasticity; ¢,, c,, c,, cy=lagged price

(significant coefficients only);

t-ratios in parentheses;

Q)

elasticities;
d=weather elasticity.

O) The estimates were corrected for serial correlation;

) The Durbin-Watson statistic is reported,
lagged dependent variable, for lack

of misspecification, the income

effect of activity level on energy demand.

Aggregate energy

asticity; co=short-run pric
c,=long-run price clasticit

although biased towards 2 in the presence o
of any more relevant statistic.

(activity) variable tends to ‘overexplain’ th

Lag structure Static Koyck Almon
linear
Total length (in years)
of tag distribution 0 © S
Parameter'"- (2}
a -1-649 -0-289 —2-506
(5-851) (1-689) (8-347)
b 1-539 1-561 1-827
(18-751) (7:376) (24-480)
o -0-211 -0-052 -0-083
(5-618) (3-536) (3-549)
G -0-074
(5-265)
C2 ~0-064
(10-734)
Cy -0-055
’ (6-585)
-0-045
o (2-629)
-0-036
“ (1-335)
>c -0217 -0321
R? 0-974 0-731 0-984
D.W. 0-920 1723 1-738

Notes: " a=constant term; b=short-run income (activity) cﬁslicity; co=short-run price
clasticity; ¢, c;, ¢y, co, cs=lngged price elasticities; ), ¢;=long-run price elasticity
(significant coefficients only);

M (.ratios in parentheses; ) )
) The Durbin-Watson statistic is reported, although biased toward 2 in the presence of
lagged dependent variable, for lack of ony more relevant statistic.

The elasticity estimates clearly depend on the choice of dynamic specification
The Koyck model produces significantly smaller elasticities than the Almoi
model. Of the two, the Almon model is to be preferred because of its greate
precision. The Almon model has a fourth-order lincar lag structure. Only th
first three lagged coefficients are statistically significant at the 5% level. Thi
is not meant to imply unequivocally that the effects of a price change ar
exhausted after three years—only that the identifiable, measurable effec
dissipates after that period. The effect of a 1% change in price in the curren
period is to alter energy consumption in the opposite direction by 0:096%
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elasticity (significant coefficients anly);

@) t.ratios in parentheses;

TABLE 4

CoatL Consumrmion of HouseroLDS - o = &
- SR = b ) - o

Estimation period 1960-84  1960-84 ;52 - f§§§§§§§;§§; 22 s
Lag structuse Static Almon =<= c~eFesIfIfe i &

lincar S
Total length (in years) 3 "

of lag distribution 0 4 —~ o~ s g
Pt 5 § 3% . 33agss g3g W
a 4421 14-848 § X2 Qe SAS G ~d& ¢

(3-783) (3-686) S~ i ' -

b -0363  -1:341 2

(4:552) 3:111) 3

Co 0-482 0-028 GgBma

@136)  (0-176) ; § o 88588 28 &
c, ~0-060 * fe~tod o &

(0-555) = ! 3
.Cz ‘0“48 g

: (1-713) =
s -0-236 5= N g 238N ag = 2g ¢
@1m) § . S338383335848288¢8
c ~0-324 5.-: CSHZORONPNOTOS T oa
(2-067) - z &
> -0-560 g
d -(o-ogzsx) -0-012) 2 -

21 (0- z < =23 o S

R 0730 0.8as™ g f o 358323 28 2

D.W. 1-008 “ X » hovaan o= =2

=3 - ~—
Lal 7]

Notes: " a=constant ierm; b=short-run {ngome elasticity; co=short-run price elasticity; c,, ¢;, o é §
Cy. Co=lagged price elasticities; E?:f-long-run price elasticity (significant coefficients 2 _ :

only); d=weather elasticity; e - I 3 2

@ t_ratios in parentheses; = E ; g § - $322398¢ g28g ES t

% Unadjusted for degrees of freedom; . E A= Szonosogozo 3 2

) The estimates were corrected for serial correlation, but unfortunately, the relevant =171 H
SAS procedure did not generate the corrected D.W. statistic. w B 4
- =

s' o~ e b :§

§ $5 - 832380 28 3

E 2 ogeeeg o8 o
This is clearly a rather inelastic response. As expected, the intensity of el E
response becomes stronger (but still inelastic) over the iong term when the e
total effect of a 1% change in price alters the level of consumption by 0-318%. 9 N 1) wn
(Observe that the lag structure results because of the nature of the polynomial 3 o EX 259 &5 5
. g s! re results becaus poly 2 SHSYS S o B
fit through the coefficients). - =1 5
How do these elasticities compare with international experience? The 7
statistical evidence suggests that both the short-run and long-run elasticity of 2
demand for aggregate energy are smaller (in absolute value) than those g
generally obtained for Western economies. (See Table 9). For the industrial 7 =
sector the price elasticitics were estimated by a three-order linear Almon 38 g
scheme and they are rather small, —0-048 and —0-248, respectively. These E €38 8
are significantly smaller (in absolute value) than those generally obtained for §§ ;.g;'- .

the Western cconomies. (See Table 10). For the agricultural sector no g 3 £o8 -
statistically significant price elasticities could be obtained either by the static ES 3= E S z
or the dynamic specifications. This suggests an almost total lack of price ki A A A N xo S

/6 responsiveness with respect to aggregate demand for energy.
7 SN

, although biased toward 2 in the presence of lagged dependent variable, for lack of any more relevant
, but, unfortunately, the relevant SAS procedure did not generate the corrected D.W. statistic.

statistic; )
%) The estimates were corrected for serial correlation

M Unadjusted for degrees of freedom;
4 The Durbin-Watson statistic is reported
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TABLE 6
HeaninG OiL ConsumrrionN oF HouseHOLES

THE PRICE SENSITIVITY OF THE ECONOP

Estimation period 1970-84 1970-84
Lag structure , Static Almon
linear
Total length (in years)
of lag distribution 0 2
Parameter(")- @
a -5-706 1.282
(1-606) (0-914)
b 3.251 1-941
(4-895) (3-920)
Co -1-101 -0-578
(2-409) (2-900)
c —0-355
(3-229)
c -0-132
(G-587)
X -0-933
d -0-206
(0-404’
R? 0-801» 0-558
D.W. 1.7339 1-880

Notes: ™V a=constant term; bmshort-ryn income elasticity; co=short-run price elasticity; c,,

o,TI;gged price clasticities; 2 c;=long-run price elasticity (significant coefEcients
only);

@ tratios in parentheses;
Unadjusted for degrees of freedom;
) The estimates were corrected for serial correlation.

TABLE 7
PemroL Consumrrion or HousenoLDS
Estimation period 1960-54 1960-84 1970-84 1960-84
Lag structure Static Koyck Koyck Almon
lincar
Total length (in years)
of lag distribution 0 = ® 3
Parameter{!)- @
a -9.288 -2-910 -5-706 -9-341
(16:909) (10-980) (5-302) (11-909)
b 3-006 2743 3-454 2:943
(20-818) (13-708) (7-160) (14-777)
Ca -0-092 0-062 ~0-005 -0-067
(1-178) (1-420) (0-078) (0-761)
[+ 0-002
(0-046)
c; 0-071
(1-696)
[ 0-139
(1-538)
R? 0-995» 0-946 0-908 0-993
D.w. 1-233 1-3084 1-63149 )

Notes: ' a=constant term; b=short-run income elasticity; ¢, ¢z, cy=lagged price elasticities;
D t.ratios in parentheses; :
O The Durbin-Watson statistic is reported, although biased toward 2 in the presence of
* lagged qcpcndem variable, for lack of any more relevant statistic.
The estimates were corrected for serial correlation, but, unfortunately, the relevant

/.:/ SAS procedure did not generate the corrected D.W. statistic.

TABLE 8
SHORT-RUN AND LONG-rUN PricE ELASTICITIES
Skort-run Long-run
Aggregate enzrgy
Whole economy
Static model ~0-092
Koyck model -0-049 ~0-160
Almon model -0-096 -0-318
Industry
Almon -0-048 -0-248
Agriculture
Static n.s.
oil
Industry
Static model -0-211
Koyck model -0-052 -0-217
Almon model -0-083 -0-321
Nasural gas
Industry
Static model n.s.
Almon model ie.
Houscholds
Static model n.s.
Koyck model -2:237 -4.483
Almon model -0-767 -5-334
Coal
Households
Static model ie.
Almon model n.s. n.s
Electricity
Industry
Static model n.s.
Koyck model n.s. n.s.
Almon model n.s. n.s.
Agriculture
Static model ~2:117
Almon model -0-807 -1-841
Households
Static model -0-763
Koyck model -0-342 -1-988
Almon model -0-380 ~1:562
Heating oil
Households
Static model -1-101
Almon model ~0-578 -0-933
Petrol
Houscholds
Static model n.s.
Koyck model n.s. n.s.
Almon model n.s. R.S.

Noces: n.s.=statistically not significant at the 5% level (one-tail test).

i.c.=inconsistent cstimate (it is statistically significant, but the parameter has the wrong
sion).
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TABLE 9

S:1ORT-RUN AND LONG-RUN PRICE ELASTICTIIES OF DEMAND FOR AGGREGATE ENERGY IN THE
OECD ARrea AND SELECTED WESTERN COUNTRIES

Short-run Long-run

Author: Prosser (1985); Data: Final energy demand

OECD countries (1960-82)(" -0-26 -0-41

OECD countries (1960-82)¢® -0-22 -0-40

OECD countries (1971-82)% ' -0-26 -0-37
Author: Kouris (1983); Data: Primary energy

OECD countries (1961-81)¢ -0-147 -0-429

OECD countries (1969-81)® ~0-162 -0-450
Author: Kouris (1983a); Data: Fina! energy demand

Canada (1960-78)® -0-15 -0-41

United States (1960-78) -0-16 -0-47

Japan (1960-78)%} -1-13 -0-47

France (1960-78)@ -0-14 -0-39

West Germany 81960-78)(2) -0-18 -0-;1

Italy (1960-78)%? -0-11 -0-34

United Kingdom (1960-78)** -0-18 -0-41
Our cs{ill:alc; Data: Direct (g;:crgy demand

ungary (1970-84) =0- ~0:
Hungary (1970-84)\" ’ -3832 —g;?g

Notes: :;; An Almon distributed lag hypothesis was assumed.
A Koyck distributed lag scheme was assumed to derive
TABLE 10

SHORT-RUN AND LoNG-RUN Price ELASTICITIES OF INDUSTRIAL
DEXAMD FOR AGGREGATE ENERGY IN SELECTED WESTERN

CounTmies
Short-run Long-run
Author: IEA/OECD (1982); Period: 1960-79; Data: Final Energy Demand
Canada -0-15 -0-38
United States -0-15 -0-36
Japan -0-19 —-0-48
France -0-18 -0-39
West Germany -0-19 -0-45
llaly -0-14 -0-40
United Kingdom ~0-18 -0-40
Hungary —0-048 -0-248

Note. A Koyck distributed lag scheme was assumed for the Western

H : countries to deriv: .
term price reaction. erive the long.

Qil

The dynamic models produce reasonabl

¥hc shc_)rt-tcrm and the long-term elast
inelastic. Even if one

y close price elasticities. Clearly both
icity of industrial demand for oil are
accepts the higher estimate for the long-term elasticity,

AN

-

P

the long-term price reaction.
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the aggregate effect of a 1% change in price is to alter the quantity demanded
in the opposite direction by only 0-321% over a period of four years. Again
both the short-run and the long-run elasticities are considerably smaller (in

absolute value) than those usually obtained for the industrial market
economies.®

Natural gas

For the industrial sector no significant price reaction could be estimated. In
the United States short-run industrial demand has a short-run elasticity in the
range of —0-07 to —0-21 and a long-run elasticity in the range of —0-45 to
—1-5.7 In sharp contrast to industry, the Hungarian household sector’s gas
demand seems to be fairly responsive to price changes both in the short run
and in the long run. Both dynamic models produce reasonably close long-
term price elasticities, but they seem to be surprisingly high compared with
estimates generally obtained for Western countries.®

Coal

No significant price reaction could be estimated for either sector. In the West
short-run price elasticity of industrial demand for coal is in the range of —0-10
to —0-49 and the long-run price elasticity ranges from —0-49 to —2-07.

Electricity

No significant price elasticities could be obtained for the industrial sector
Most of the Western studies reveal relatively low short-run price reaction (ir
the range of —0-10 to —0-20) and a relatively stronger one in the long rur: (ir
the range of —0-50 and —1-00).1°

For the agricultural sector a relatively high (in absolute value) short-rur
and quite a high long-term elasticity are derived by using a fourth-degre:
linear Almon lag structure. For the household sector the two dynamic model:
generate relatively similar estimates. These elasticities are close to the uppe
end of the elasticity values for the Western countries.!!

Heating oil

A second-order Almon model (with poor overall exploratory power) yields
relatively high elasticity value for both the short run and the long run. Thes
values are Guite comparable with estimates obtained for industrial marke
economies.

Petrol

No significant short-term or long-term price reaction could be estimatzd. Tk
consumer demand for petrol seems to be strongly price-inelastic. Tt
Western literature on petrol demand is rather consistent in concluding th:
the price elasticity is near —0-2 in the short run and is in the range of —0-41
—0-8 in the longer term.'?
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rhce adsuicny

The stability isticities over time

Of major concern in the context of drawing meaningful inferences over the
historical period as well as any forecast horizon is whether the observed
relationship (price elasticities) are stable. Stability is defined in the statistical
scnse that the estimated coefficients of the explanatory variables remain
constant over time. This implies that elasticities may vary depending on the
period chosen for estimation. A way of investigating the time variation of a
regression coefficient is to fit the regression on a short segment of n successive
observations and to move this segment along the series.

To estimate variability of elasticities over time the Almon model of the
industrial demand for oil (Table 2) was computed for 10 over-lapping 13-year
periods. The estimation results are shown in Figure 2. There is clear evidence

FIGURE 2 P=ice Etasniorry oF INDUSTRIAL O1L DEMAND
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of an upward trend in both the short-run and the long- lasticity of
industrial demand for oil. Before the mid-1970s no significant price reaction
can be estimated, which makes sense since during that period any price
variations were-minimai. Significant and increasing (in absolute value) price
elasticities are associated with a steeply rising trend in the real price of oil (see
Figure 3). .

It is quite plausible that tne increasing trend in the elasti_cities (|.e... a
progressively higher speed of consumer reaction) is some non-linear function
of boih the level and the rate of change of oil prices. It is likely that consumer
responses to real price increases may not occur until a threshold level of real
price has been crossed. As the level of real price becomes progressively
higher a larger and larger percentage of the consumers’ income will be spent
on oil, which will leave them less with which to pay for other inputs, with a

FIGURE 3 REeaL PricE oF Vamious ENERGY SOURCES
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dampening ¢ on output. Thus the strength of the incentive to reduce oil
consumption is proportional to the level of real prices. It is also plausible that
the observed time profile of oil elasticities is related to the intensity of the
price shock in such a way that the disruptive effects of successive price shocks
make oil conservation more imperative than under an alternative situation
when price changes follow a more gradual pattern and their cffects can be
more casily absorbed. We can conclude that there is no such thing as a ‘true’
elasticity. The fact is that whatever elasticity vziue exists at one point in time
would almost certainly change, at least 5y a little, at a different point in
time."?

Some factors behind the low price responsiveness in the Hungarian
productive sector

Our empirical results show that, with the partial exception of households, the
price elasticity of the demand for energy in Hungary is very small. The
elasticity values tend to be unfavourable in international comparison. As
suggested earlier, a low price elasticity implies weak reactions to rising energy
costs and a protracted adverse effect on output and inflation. In these
circumstances increases in energy prices are translated into an increase in the
cost of output—an increase in cost nearly as large as the percentage increase
in the price of energy muitiplied by energy’s share in the total cost of output.'*
The higher cost of energy will mean, ceteris paribus, a lower real national
income, which in turn means lower real wages, profits, investment and
consumption levels.

The particularly low short-run elasticity compared with the long-run
elasticity implies that the Hungarian economy’s short-run vulnerability with
respect to the real price of energy is very high. To judge the degree of direct
effect on economic growth of change in the real price of energy we estimated
a variant of the Cobb-Douglas production function which explicitly includes
the real price of energy.'” It is found that in the period 1960-84 the elasticity
of industrial productivity with respect to the real price of energy is —0-142,
meaning that, ceteris paribus, a 1% increase in the real price of energy
reduces productivity by 0-142%.

Looking over a longer term, however, the reacticn of the Hungarian
economy to rising encrgy prices is somewhat better, although still sub-
standard relative to the industrial market economies. Several factors might be
responsible for this situation.

(i) Substitution difficulties between energy and other factors of production
such as labour and capital. Generally when energy is considered as a factor of
production alongside capital and labour, the answer to whether or not energy
availability can become a constraint on economic growth depends on the
extent to which it is possible to substitute other factors of production for
energy. The cconometric evidence for the Western economies demonstrates
strong long-run substitution possibilities between labour and energy. Although
long-run encrgy-capita! substitutability is a subject of controversy, most
studies support the view that short-run encrgy-capital complementarity is

THE PRICE SENSITIVITY OF THE LCUONUBD

replaced by substitutability over the long term.'® Unfortuna.o cmpirical
study is available for the Hungarian economy on substitutio®#! non-cnergy
factors for energy. Such work is planned by this author. Until we obtain
reliable estimates on interfactor substitution we can only hypothesise that the
relatively low Hungarian price elasticity values are related to difficulties in
substituting non-energy inputs for energy even over the long run. For
example, some substitution between labour and energy is possible but
difficult because labour in Hungary has become an increasingly scarce factor
input.!” Capital-energy substitution can be limited even when relative factor
prices shift in favour of capital, if energy conservation equipment is not
available or of low quality. The general slowdown in investment activity in the
recent period has probably impeded the substitution possibilities betweer
capital and energy. It is likely that a better housekeeping approach rathe:
than inter-factor substitution has been the dominant source of whateve
amount of energy conservation has been achieved.

(i1) The empirical evidence suggests that Hungarian enterprises have no
yet been given sufficient incentive to minimise cost. Even world parit:
scarcity prices may be insufficient to induce large scale conservation in th:
productive sector-if other components of the economic mechanism (subsidies
taxes, credits, etc.) partly or totally neutralise or diminish their effects. Th
general softness of enterprise budget constraints is a powerful factor behin
the price-inelastic response. Kornai and Matits claim, on the basis of a large
scale empirical survey, that there are no visible signs of enterprise budge
constraints becoming harder since the 1968 reform.'®

Summary and concluisions

In this chapter we estimated a series of energy demand models for variot
energy products and consuming sectors. We argue that static models a
inappropriate and generally yield biased estimates because they do n
capture the dynamic nature of energy demand. This is confirmed by o
empirical results. We applied two dynamic models, the autoregressive Koy:
scheme and the Almon polynomial lag scheme, to estimate short-run a
long-run price elasticities of energy demand. The elasticity estimates shou
be treated with caution. It is not appropriate to interpret price elastici
estimates without giving consideration to the type of estimation moc
employed, the other variables which bear upon energy consumption, the le
of aggregation and the characteristics of the data.

Cur empirical estimation shows some evidence of responsiveness in t
Hungarian economy to changes in the domestic prices of energy sourc
However, with the partial exception of the residential sector, the dema
response was found to be rather price-inelastic. In international comparis
the Hungarian economy’s price sensitivity is probably stronger than that
the traditional centrally planned economies (although no comparable data
available to prove this), but it is significantly weaker than that of
industrial market economies. This is in line with the position of Hungary as
intermediate economy in comparative systems terms.
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Significant dichcs exist between the short-run and long-run response
ntensity. It is found that the effect of a price change works through energy
lemand over a period of time. This suggests that although in the short run
here is very little flexibility to decrease the use of energy in the non-
esidential sectors, the flexibility becomes somewhat greater (though demand
enzains inclastic) in the long run as a result of inter-factor substitution,
-apital stock turnover and other processes.

A stability test was run to estimate the variability of elasticities over time
ising industrial demand for oil as a case study. It is found that there are
mportant trends in the elasticities themselves; both the shert-term and the
ong-term elasticity follow an upward trend over time. It is suggested that this
rend may be some function of both the level and the rate of change of oil
rices. '

The relatively low price elasticity of energy demand implies weak consumer
‘esponses to higher er:ergy costs and a protracted adverse effect on output,
nflation, the balance of payments and other macroeconomic variables.
[ncreases in energy prices are being translated into an increase in the cost of
industrial output and potentially into a reduction of cost competitiveness in
international markets. The low price elasticities also limit the feasibility
3f dampening energy demand through price-induced effects. This last fact
zalls for active supplementary use of ncn-price instruments to encourage
;onservation.

Two major factors are suggested to account for a good part of the relatively
price-inelastic response: (1) substitution difficulties between energy and other
factors of production such as labour and capital; and (2) the continuing lack of
strong managerial incentives to minimise cost.

Notes

' See Kouris, 'Energy Demand . . . °, p. 73. »
? For a comprehensive discussion of the estimation problems of cnergy price elasticities, see,

tnter alia, Pohi, pp. 1-53. *
? See Dobozi. p. 205 and Bohi, p. 15.
¢ Kouris, *Energy Demand . . . °, p. 8.

5 See, inter alia, Johnston, pp. 343-381.
® For various estimates for Western countrics, see Pindyck, pp. 222-4.
’ See Bohi, p. 159. i
* It is not unusual to find long-term price clasticity of residential demand for natural gas in
Western countrics amoynting to 2 or more (in absolute terms). Sce Bohi, p. 94; Pindyck, p. 160.
1Y .
Bohi, p. 159.
For a review of Western estimates, sce Bohi, p. 159.

"' For a comparison, sce Bohi. pp. 57-59; Pindyck, pp. 162-3 and Nemetz and Hankey,
pp. 250-251.
2

For a review of Western estimatcs, sce Bohi, p. 130.

"' For asimilar conclusion in the context of the OECD countries, see Kouris, *Elasticities . . . *,
p. 68.

" Pindyck, p. 11. . .
" The reduced form cquation of the industrial production function is the following:

og(Y/L),= 1-320 + 0-869 log(K/L), ~0-142 log(PJP),
(11-115) (15-942) (3-685)

/ -

) R?=0-988 D.W.=0-862
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where Y =real gross industrial production:
L =labour input (man-hours);
K =real gross capita! stock;
P.=nominal price of encrgy:
P =industrial producer price.

Note the low D.W. value indicating positive serial correlation in the model. The attempts (o
remove it were unsuccessful due to lack of convergence. A similar model was estimated by Suzuki
and Takenaka (1981, pp. 237-238) for Japanese industry (with a real energy price coefficient
—0-1194 for the period 1965-78) and for American industry (—0-1062 for the period 1960-78).

18 See, inter alia, Suzuki and Takenaka, p. 235; Gregory and Griffin, pp. 845-857. For a review
of clasticity cf substitution estimates with respect to energy and capital, see World Bank,
2 60-194.

7 A similar conclusion is drawn by Hewett, p. 131, in the context of the Soviet economy;
*. . . Soviet conservation options are somewhat more limited than they were in the West, where
the increased relative price of encrgy induced enterprises to substitute labour for energy. In the

Soviet Union the price of labour will fall relative to energy, but that will only increase the excess
demand for labour".

'* Kornai and Matits, p. 28.

Statistical Note

—

Data on direct energy consumption were obtained from Allami Energetikai és Encrgiabiztonsig-
technikai Feligyelet. Other data were derived from various issues of Statisztikai Evkényv or

through personal communication from the Hungarian Statistical Office. Kilman Dezséri
provided valuable help in collecting the data.
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“/astungton DC 20036

INTRODUCTION

Trarsportz on ac..vities accou:ied for ?8% of all US energy use in 1987, or
21.3 juadri.lion Btu {5 .ads). v shar, 97% of this energy was in petroleum
preduct:. Morcover, 63% of all petroleum is used directly for transportation,
and muc.: af = pewoleum used in other sectors is in the form of by-products
of gesaline, <i2:¢l fuel, and je: fuel productica. In acdition, while encigy use
for wansponation grew at the relatively moderate average ratc of 1.2% per
year ia 19%:-1987, all other sciiors slashed their use ul petrolevm, so
transportat-on’s share is larger than 10 the past (1).

Whai is 2ic story behind these aumbers? The past 1S years have been
tumultuous Ti: oi! emrargo of the fall of i$73 led to shortages and price
controls. The "“4otoi Vehicle information & Cost Savings Act of 1975 in-
woduced the Corporate Average Fuel Economy stanilards. The second oil
shock, ac.ompanying the Iranian revolution of 1979, led to long lines at
filling siat\ons and bigh fuel prices. Then, as governments, equipment man-
urastuzess, and consumes: around the “vorld moved toward more efficient use
of petroleu:2, and oii produczrs moved 1 ‘ncrezse proc uction, oil prices fell
and el : sain became plentifu'. vae wrical price of gisoline in the United
Stites is sow 2bout e <xms as o s 112, after accourting for the gencral
ipiatics,

dut we ha : Lordiy nouped 1212 cordiitvens. Qur capital, human
know.edge, n-tituiior, 2a4 AQuipme st save changed forever. Our un-
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trucks. The light truck has been the most rapidly growing category of truns-
postation, more so than air travel. It is, however, primarily a categorization
problem. Trucking is dominated in fuel use by light trucks (pickups, vans,
and jeep-like vehicles, under five tons); about three fourths of light trucks, in
turn, are now being used as cars (4). A good analysis requires disaggregation
of trucking into light trucks used as personal passenger vehicles, light trucks
used for freight, 5—13-ton trucks, and very heavy trucks. (In the tables in this
article the last two are grouped together as heavy trucks.) Among the reasons
for the shift 1o pickup trucks as passenger vehicles is the decreasing number of
passengers in typical trips. The average household size declined from 3.14 in
1970 0 2.66 in 1987, and the average occupancy of automobiles declined
from2.2t01.50r 1.6. Light trucks also appear to be more durable than cars.
The average light truck is scrapped after 14 years, while the average car is
scrapped after 10 (Table 2.11 of Refs. 2 and 3). Other advantages of light
trucks may flow from the fact that they are more lightly regulated with respect
to fuel economy, emissions, and safety than cars.

Two sources of first-hand data permit the disaggregation of trucking: the
Census’s Truck Inventory and Use Survey (TIUS) of 1982 (4) and the 1985
Residential Transpontation Energy Consumption Survey (RTECS) of the
Energy Information Administration (E1A) (5). The activities and energy use
of highway vehicles are obtained from these sources (Table 1). In preparing
this wable, an inclusive definition of light trucks, as to types of vehicle, is
uses. In some other studies, light trucks comprisc a more restricted group of
vehicles. This difference largely explains the larger activity and energy use by
light trucks (and smaller by heavy trucks) in Table 1, compared to the results
of some other siudies (2, 8, 9, 10). .

Table 2 shows energy, activity, and energy-intensity in detail for all of
transportation in 198S. The main characteristic is the dominance of personal
passenger vehicles. Passenger transportation dominates freight in energy use,
and personal vehicles dominate passenger transportation. Personal passenger
vehicles account for 58% of all transportation encrgy use and for 85% of all
passenger-miles (assuming a personal vehicle occupancy oi 1.6 in 1985).
Commercial air carriers provide 11% of the passenger-miles, while buses and
trains together provide only 4%.

The personai vehicle is more cnergy intensive than the other forms of
passenger transportation, but not by as much as many think. The average car
is shown in Table 2 to have an energy-intensity of 7100 Bt per mile (an

in-use fucl economy of 17.6 mpg). An urban transit bus has an encrgy-
intensity of 3600 Btu per passenger-mile (Table 2, note ¢). So a car with two
people, or a car with one person but twice the average fuel economy, not only
8ocs where and when you want, but has roughly the same energy-intensity per
passenger-mile as an urban bus. (The low encrgy-intensity for buses in Table



134

Table 1 Highway vehicle activity and energy use, 1985

Vehicles®  Milet/vehicle  Vehicle-miles® E-r;
(millions)  (thousands) (trillions) mpg  (queds)
Automobiles

household 104 9.7 1.01 17.2¢ 7.35
fleet 10.5* 27 0.28 20' 1.78
passenger light trucks” 28.7* 9.6° 0.28 13.3¢ 2'60
freight light trucks® 9.6* 10.54 010 ° |.05
Iiuvy' trucks* 4.l b} 0.035 LY 2.40
buses 0.6 10 0.006 0.15
motorcycles 0.009 0.02

Total 1.78 15.35"

* Avtomobile and truck totals based on R. H Pok data (pp. 28, 29 of Rel. 6)

*In spproaimate accord with daia {rom the Depariment of Transpostation
: c 7). (p. 53 of Ref. 6)
From (5). bt slightly less to account for some of b . i
lu‘omrbu(s 'ksovfltiﬂ!li‘h(uutls'i!hhgh.' 31 use. M'ﬂltbm'ﬂmmh
)
:g.-ue 235 of Refs. 2 and 3)
imste between new-car in-use fuel ecomomy of 22 and household economy
::::hks pickups, vans, and jeep-like vehicles, o foet o 17 wos.
mnhrdﬁgmmls.mmhelvymlsﬁwnnﬂ Assumne 75% of
medwmmmﬁ;izhnnmum.lwew.mINZHTJ.SMH7BU
truchs carry frei, . ¥
:Unh pdesti (Freight incledes crafismen’s twols.)
Mihpvdﬁckdj\nwdhupmlﬁndhlm
vehi y down sbout 10% from homschold trecks N
‘las.ed_m‘mmly on summary of TIUS (Table 2.39 of Refs. 2 and 3). dehvy!thhﬁ(s?-
.58 riillion in 1982 (TIUS). addition of $.4 million trocks in 19821985, and sales fraction of bzavy recks

-

(quadrillion Btu).
' Tables 2.47 and 2.48 of Refs 2 and 3

“ This quantity (and gasoline and diese] totals) was used as a contol total to make minor adjustments

2 is due to school buses and the shaky assumption that their avera. passen

!oad i:r» 20. Thc average load of the urbanp:nnsit bus is 17.) g'l:u: emrgyet

:'r:!::sny of certificated air carriers is also not as great as one might, at first,
ink.

Ifn.:ight encrgy use is also dominated by highway vehicles, but freight
lcllV!l)' measured in ton-miles is dominated by nonhighway modes. The
nonhighway freight modes are much less energy intensive than heavy trucks
Note that gas pipelines are fairly energy intensive, however: a gas is mucl;
more difficuli to pump than a liquid.

The Change from 1972 10 1985

Many of the transportation activities have been tracked in consistent or nearly
consistent data series since 1970 and before. For this paper, the period

ENERGY AND TRANSPORTATION |

Table 2 Transportation activity and energy wse, 1985°

Mode (quads) wnit (trillions)  (thousand Bas per wmit)
Passenger
sutomobiles® 9.16 M 1.29 71
- light trucks? 2.60 VM 028 93
ouses 0.15 MM 0.1 1¢
il 0.05' M 0.015 3s
air 1.61* MM 0.33% 30
subtotal 13.57
Freight
light trucks?® 1.05 M 0.10 104
heavy trucks 2.40 ™ 0.7 34
nit 0.45 ™ 091 0.4
marine *-—domestic 0.30 ™ 0.39 0.34
—foreign 0.75 s 1.54 0.5
pipelines? 0.55° ™ 0.26 y 3
sublotal 5.50
Miscrilancous
military 0.70
recrestional bosts 0.22
genenal aviation 0.14
subtotal 1.06
Grand total 20.12

® Adapted from Table 1.10 (Refs. 2, 3) and Table |.

*PM. passenger-miles; VM, vehicie-miles: Ibs, pounds shipped; TM, ton-miles.

* Includes motorcycles

¢ Under 10,000 tbs.

© Assumes occwpency of 20 pesseagers ie schiool buses. The energy-intensity of whan wansit buses
is stated 10 be 3.6 thoucand Bea/PM.

' Inchudes losses in goncrating and diswibuting elsctricity.

*Freight-activity, responsible porhaps for 0.05 quad. is inciuded. Esergy wee s purcheses of
domestic fuel by domestic end isierastional carriers. The encrgy-iniensicy is based on tota) fuel weed,
roughly corrected for freight activities.

“Table 3.9 of Refs. 2 and 3.

!Tables 3.5 and 3.6 of Refs. 2 and 3.

I Natura) ges pipelines only. Activity is based om totsl consemption of matwral ges (1) and ssswmed
average transportation of 620 miles.

19721985 is selected for an analysis of trends. Energy consumption in 1972
and 1985, and average growth rates for activity during that period, are shown
in Table 3. (It will be seen that our analysis does not require activities in
different subsectors to be measured in the same units. Energy use measures
must be commensurate across subseciors, however.)

Table 3 reveals the critical role of the light truck as a personal passenger -
vehicle. It also shows the growing importance of air travel, as well as the
relatively slow growth of most freight activities. In the latter connection,
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Table 3 Transportalion energy use and activity, 1972-1985

Growth rates
Encrgy (quads) Activity (percent per year)
1972 1985 means®  sclivily  cnergy-iniensity®
Passenger
automobiles 918 9.16 VM 2.4 -2.1¢
light trucks' rn 2.60 vM 89 - -2.0
(combined) (10.29) (11.76) VM 3.0 -2.0
buses® Al 0.15 PM 2 1
nil* k| 0.05 PM 03 1
air' 1.30 1.6} M 6.3 -4.6
subtotal 11.74 13.57
Freight
light trucks' 0.99 1.08 vM 1.9 -1.4
heavy trucks® 1.82 2.40 GNP 25 -03
nil' 0.57 0.45 ™ 0.9 -2.1
marine™—domestic 0.32 0.30 ™ 29° -3
—foreign 0.69 0.75 T 1.6 il |
pipelines® 0.77 0.55  quads -1.7 -1
subtotal 5.15 5.5
Total® 16.90 19.07

¢ VM. Vehicle-miles; PM, passengre-miles; TM. ton-miles: T, tons shipped; quads, quadrillion Btu (of
natural gas consumed in the United Stases).

*Independent data for cars ard 10 8 lesser extent for light trucks, but encigy-imensity treads erc
typically calculated as difference in growth rase between energy and activity.

“Table 1.13 of Refs. 2 and 3.

< Automabiles (cxcludiag motorcycles) were deiven 986 and 1290 billion miles in 1972 and 1965,
respectively (7).

¢ Consistent with change from 13.5 10 17.8 mpg.

"The light truck VM in 1972 is the difference between towal truck VM (7) and son-light-tnuck VM
(Table 2 of Ref 11). Thus it equals 260 — 90 = 170 billion. The fraction of these vehicles waed as
passenger vehicles in 1972 (0.534 from Rel. 11) is used 1o apportion the VM. yickliag 91 billion VM for
passenger hght trucks. Furl used is determined assuming that fuel economy improved 2% pet year in
19721985, 50 fucl uz. for passenger hight trucks in 1972 = (91/275) exp (13 x In 1.02) x 2.60 = ).1¢
qQuads. where 275 billion V4 were traveled in 1985.

¥ (Tabics 2.45 and ). 18 of Refs. 2 and 3). The average occupancy of school buses is sssumed 10 be 20.

*Tables 3 11 and 3.12 of Refs. 2 and 3.

‘Table 3.1 of Rels. 2 and 3, comrecied to domestic fuel .

! Fuel use is based on assumed fuel economy of 10 mpg and VM from note f: (79/10) x 1.25 = 0.99
quads. Activity grows from 79 o 101 biliion miles (Teble 1).

* Fuel use for all trucks (Table 1.13 of Refs. 2 and 3) or 3.91 quads in 1972, from which 2. 10 for light
trucks (notes f and j) is subtracted. Activity is taken proportional o real GNP. An alernstive would be
ton-males in intercity motor freight, which grew from 470 10 610 billioa from 1972 10 1985 (p- 57 of Ref.
6)

'Table 39 of Refs. 2 and 3.

*(Tables 3.5 and 3.6 of Refs. 2 and 3). A wnivensal 1% per year encrgy-intensity reduction is cssamed
for foreign

* Natural gas pipclines only. No historical data is available on encrgy use for pipelines for petroleum or
materials other than astural gas.

“Micellancous uses have been omitied from Table 1.
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although value measures of trade and freight are increasing, tonnage measures
are declining with respect to GNP. This reflects the growing share of con-
sumption, in advanced industrial societies, accounted for by less materials-
intensive, and therefore lighter, products (12).

The data in Table 3 has been sct up to enable a Divisia decomposition.
Define G(X) to be the compound growth rate, measured in percent per year, of
a quantity X(7):

G(X) = (100/T)1nlX(T X (0)]

with T in years; and define the weighted average growth rate:

‘The Divisia decomposition of Equation 1 is:
G(E) = < G(A) > + < G(EIA) > 2.
where one should note
< G(EIA) > = < G(E) > — <G(A) >
Here W, is the tir'nc-avemgc encrgy weight of the subsector:
W, = 1R2(E(TYVE(T) + E;(0)E(0)]

(See Boyd et al (12a) for further details.} Equation 2 states that the average
growth rate in energy use (approximately) equals the energy-weighted aver-
age growth in activity plus the average growth in energy-intensity. (For
typical energy-use time series, the approximation is good to about 0.1% per
year or better.)

The results of the analysis are summarized in Table 4. The behavior for
transportation as a whole is the same as that for personal passenger vehicles
alone: growth in activity at an average 3% per year, but a rapid decline in
energy-intensity, so that energy use grew only |% per year in this period.

The separate results for passenger and freight activity show what is not
surprising to any cbserver of the US scene: travel is increasing rapidly, but so
is the energy-¢ificiency with which it is provided. Freight activity in ton-miles
has been increasing much less rapidly, a characteristic of an affluent and
mature society. At the same time, it has proven more difficuli to improve the
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Table ¢ Divisianm'yxi:ol’eaﬂgyuedforkw.
1972-1985
(growth rates in percent per year)

Activity Energy-intensity Ena;

Passenger 3.6 -24 1.1
Freight 1.7 -1.1 - 08
Total 30 -20 1.0

energy-cfficiency of freight services. (The notes to Table 3 show that the
freight data is much less complete and therefore the decomposition for freight
is less reliable than that for passenger travel, but the essential picture is clear.)

If we want to understand these results, we must decompose and probe them
further. What is responsible for the growth in travel? What is responsible for
the decline in encrgy-intensity? In the next two sections these questions witl
be explored with respect to personal passenger vehicles.

TRENDS IN HIGHWAY TRAVEL

Vehicle travel continves to grow in spite of argumenis that saturation is
imminent. Figure | shows total vehicle-miles traveled, and Figure 2 total
vehicle-miles per adult (i.c. total vehicle-miles divided by the population aged
16 and over). The data and a curve with adjusted parameters for income and
fuel price effects are shown. The theoretical curve is almost proportional to
real disposable income per capita, corrected by a moderate fuel price elasticity
effect, representing an elasticity of —0.1 (indicating that a 10% increase in the
fuel price induces a 1% decline in consumption). In a slightly different
approach to these data, Werbos found a fue) price elasticity of ~0.2 (14).

The decomposition of this trend in vehicle-miles will be based on informa-
tion from the 1983 National Personal Transportation Survey (NPTS) on
drivers and their driving (15). From our present perspective, however, 1983
was an unusual year because of the high fuel prices, with a real fuel price 42%
higher than now, 50 in the following the amount of driving in that year will be
corrected by a factor of (1.42)°'°=1.05 (where the average of the two
clasticities mentioned in the last paragraph is adopted). That is, sbout 5%
more driving would have occurred in 1983 had gasoline prices been like those
of 1986. This correction crudely represents the effect on vehicle-miles of the
fuel price excursior: of the late 1970s and ecarly 1980s.

Just because income per person provides a good statistical fit to the general
growth trend for driving does not mean it is a good interpretation. De-
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Figure ] Total vehicle-miles traveled on highways anoually (in the 12 months prior to Jxawary
of the year shown). Source: (13)

mographics provide a more interesting perspective. Much of the growth in
driving since the late 19605 is associated with women moving into the labor
force and those wormen becoming drivers (Teble S). In 1969, 39% of adult
women were employed; in 1983, 50% were employed. In 1969, 74% of
employed women had diivers licenses; in 1983, 91% did. The relative
increase in Iioensedfhivasmmforhlfﬂieyomhindﬁvingpermh
shown in Figure 2 between 1969 and 1983,

From 1969 to 1983 (corrected), personal vehicle-miles traveled grew at a
rate of 3.5% per annum (p.a.). This growth can be described in terms of the
1.8% p.a. growth rate in number of adults, a growth of 0.6% p.a. due to shifts
in employment and the changing role of women discussed in the previous
paragraph, and the residual, a 1.1% p.a. growth in driving per licensed driver.

In the next decade growth in the number of adults will slow dramatically, as

N
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Table § Drivers licenses and driving, by sex and employment

- ]
3 3 1969 1983
- %of Swith ®of B with per daiver
; & 3 E adults  license  adults  lcense (1000s)
t § g 2 [ 8 Employed full timc
= 5 or time
o £
gg 5 2% 3 Male 363 935 M4 958 15.9
& = B Female 08 4.1 20 911 1.7
o ¢ i 2 S Not employed
g S s88|s = Male 105 o048 132 760 7.7
o 33‘3 e 32 Female 324 549 264 642 45
oe S 5 a Toul 100 7.1 100 8.6 10.3
s 2
- < ® _
< ;g . g Source: (15)
o " . . . . .
g e : will the effect of increasing employment and licensing of women (because
! '-';" they have already moved so far toward matching men in this respect). If men
a and womea in 2000 have the employment-licensing characteristics of men in
E 1983 (in the various age groups) and if the average growth rate of driving per
» licensed driver remains the same as for 19691983, then vehicle-miles
a traveled will grow an average of 2.4% per year from 1983 to 2000. This
E slower growth should be felt soon, after the response to the fuel price

reductions of the mid-1980s is compleie—if the analysis is accurate.

The projection of slower growth in road travel is supported by two other
facts. The distance driven per driver is unlikely to increase much further for
the predominant cohort, employed men in their prime years (25-54). This
group already drives an average of 18,000 miles per year or about | 172 hours
per day. Moreover, as shown in Figure 3 for all employed men, this driving
pattern is essentially independent of income (unpublished analysis of the
NPTS data by Anant Vyas). (In the past, evidence has been offered for a fairly
strong income dependence of vehicle-miles per household, but that is of less
interest than the weak dependence shown, which is for vehicle-miles per
driver.)

On the other hand, tiere is no hint that the information revolution will
reduce the amount of travel. If anything, just as more information seems to
lead to more use of paper, better information and communication may lead to
increased travel. The cellular phone may, for example, lead some people to
spend more time in their vehicles. More important, the growth in part-time
work and business services is leading people to spend more time on the road.
These developments are abetied by the information revolution, but are also
partly due 1o a relative decline in full-time work with gouod pay.

1 9'70

Figure 2 Elasticity analysis of total vehicle-miles traveled
including more recent data. Source of primary data: (13)
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showing the smali income elasticity of driving in the United States. Duta is for 1983 from (15)

The description of vehicle-miles traveled on the basis of the aumber of
drivers, just presented, is in contrast to one based on the vehicles in use—an
approach that has been widely used in forecasting. The trouble with using
miles per vehicle for forecasting is that, in the United States, a fundamental
shift in the use of private vehicles is now beginning to take place. The aumber
of houscholds with more vehicles than drivers is becoming iarge. This trend
toward extra, probably special-use, vehicles may well continue sirongly as
vehicles are kept in service longer and the adult population grows more

—r
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slowly. (For example, the median age of cars in use has increased twe years
since the early 1970s.) The growth in the number of vehicles and, especially,
their use is thus difficult to forecast accurately.

In conclusion, recent growth in vehicle-miles has been fueled by the baby
boom cohort entering adulthood and the changing role of women. Those
sources of growth arc saturating, so total vehicle-miles should stast to grow
more slowly. Nevertheless, there is still considerable room for growth in
vehicle-miles.

RECENT TRENDS IN FUEL ECONOMY

The Mix of Vehicles Purchased

Since its nadir of about 14 mpg in 1973, the fuel economy of new cars has
approximately doubled to 28 mpg. (These new-vehicle fuel economies are
nominal, i.e. laboratory measurements. Their relation to in-use fuel economy
is discussed below.) The average fuel economy of new light-duty vehicles
(both cars and light tnicks) has, however, only increased one mpg since 1981
(Figure 4). One important reason for slower growth in fuel economy com-
pared to the previous period is that consumers are switching to light trucks,
and their fuel economy is lagging.

The early 1970s saw a shift to smaller cars. in spite of frequent remarks to
the contrary, however, consumers are not switching back to larger cars
(Figure 5), although they did. to a small extent, in the early 1980s_ If the size
of cars is specified in terms of interior volume, then one finds that the
sales-weighted average volume has hardly changed in the past decade. The
Environmental Protection Agency (EPA) interior volume averaged 109 f° in
1978, fell to a low of 104 fi® in 1980, and is now steady at 108 fi’.

In addition, while there is considerable variation in fuel economy within
cach automobile size class, especially in the small classes, the average fuel
economics for each class vary only 30% from the sinallest to the largest size
class (Figure 6). This is in part due to the low fuzl economies of some heavy
high-powered cars that are styled as sport cars and so have Jow interior
velume, with the result that the average fue! economy in the smaller classes is
held down. In other words, while the very highest-fuel-economy cars are
indeed small, buying the average small car does not ensure getting a high fuel
economy.

With these observations in mind, it is not surprising that » Divisia analvsis
of automobiles by size class shows that only one-tenth of the fuel-economy
improvement in new cars from 1976 to 1988 was due to consumer” shifting
to smaller cars, while the lioa’s share came from fucl-economy improvements
within each size class (Figure 7). This analysis is, however, somewhat
sensitive to how the size classes are defined.
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Figqre 4 Sales-weighted fuel economy of new automobiles and light trucks (domestic and
foreign) and the composite fuel economy of both. The nominal $5%/45% city-highway fuel
economy is shown. Sowrce: (16, 17)

What happened within each size class is that new models with higher fuel
cconomy were introduced, replacing or taking market share from old models.
In recent years, this process has weakened in the compact and subcompact
classes, especially for foreign cars. This weakening explains the slowed
progress in fuel-economy improvement for cars since 1982, shown in Figure
7. The introduction of models with higher fuel economy has continued in the
interinediate and large classes, explaining the recent improvement.

The progress in each size class (sales-weighted average) is shown in Figure

~—
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Figure 5 Fraction of sales per automotive size class (EPA intenor volume basis). Figure
inspired by (18), data from (19, 20)

8 for four car sizes and all six truck sizes. The failure of most of the truck
classes to improve as much as the cars is evident. Much more of the
improvement in the overall fuel economy of trucks was due to the shift in
sales to smaller vehicles, a shift that accompanied the boom in passenger light
trucks, than was the case for cars.

Design, Engineering, and Trade-offs

The major fuel-economy improvements in the past decade can be grouped into
three components: propulsion-system enginecring, otker elements of vehicle
design, and trade-offs.

Engincering improvements are exemplified by the remarkable 36% in-
crease in power per unit of engine size, or displacement (Table 6). Engine
displacement has long been used as a surrogate indicator of power, but
engineers have found many ways to loosen the connection.

Through improved design and use of new materials, the ratio of weight to
interior volume of cars has been reduced an average of 16% over the past
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decade (Table 6). Weight reduction has, of course, been a major element in
fuel-economy improvement.

Trade-offs among performance, emissions, cost, safety, and fuel economy

have also been used by manufacturers in mecting their goals and by buyersin

mance are attracting buyers.

To estimate the importance of the trade-of T between acceleration perfor-
mance and fuel economy in recent cars, several popular cars were selected
and the performance data for different models of each car were studied
(models with different or modified engines but the same body) to obtain a
statistical relationship between fuel economy and 0-60 mph acceleration
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This analysis underestimates the fucl-economy benefit of designing vehi-
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The trade-off between fuel economy and cost in the context of contempo-
rary vechicles cannot be reliably determined from the prices of vehicles,
because typical production models with higher fuel cconomy are cheaper
rather than more costly. There are two related reasons: {a) Marketing concepts
dictate that high fuel economy be coupled with the stripped-down model; the
cuslouminlem&edinﬁncleconomyisnlsobclicvedlobeimcmtedina
low-cost vehicle. (b) In many current applications, technology that can
improve energy-efficiency (such as weight reduction at a given size, an
increased engine power-to-size ratio, and impreved part-load performance
witham:bt)ch:rget)ilbeingldoptedinwayslhuincluseawclcnﬁon
performance rather than fuel economy.

The In-Use Fuel Economy of the Entire Fleet

The Environmental Protection Agency detesmined in the carly 1980s that
vehicles in use achieve 10% lower fuel economy in actual urban‘driving than
in the urban cycle test for new vehicles, and 22% lower fuel =conomy in
actual highway driving than in the highway test (22). Regardless of age,
well-maintained vehicles achieve about 15% lower fuel economy in use than
the new nominal vehicle rating: New-Vehicle Composite Fuel Econcmy =
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Table 6 Some average characierisiics of now cars®

volume _power accelenation wer

(cu. f./00) (hpv/cu. in.) (seconds) (hpib)

1987 70.4 At 129 0.037
1986 70.5 .694 13.2 0.036
1985 9.8 672 133 0.036
1984 69.7 637 13.8 0.034
1983 70.1 .615 14.0 0.033
1982 69.4 .609 14.4 0.032
1981 68.9 .594 14.4 0.032
1980 67.1 .583 14.3 0.032
1979 62.6 .545 138 0.034
1978 60.8 .538 13.7 0.02¢

*domestic and tmponied, sakes ghicd
Sousce: (16)

{.5S/urban + .45/highway)~', where urban and highway here refer to the
corresponding laboratory fuel economies. This composite fucl cconomy is the
new-vehicle fucl economy quoted throughout this report, except where speci-
fied otherwise.

It is now believed, although without solid statistical evidence, that the
discrepancy between the typical new-vehicle in-use fuel economy and the
nominal rating has increased to as much as 25%. Reasons for an increasing
disparity are: increasing urban congestion, increasing share of urban driving,
higher speeds on open highways, and higher levels of acceleration. In connec-
tion with the latter, some powerful vehicles are being described as cycle
busters. Their higl power cnables them to be driven far outside the test cycle
regimes, probably with poor fuel economy, but they incorporate features
caabling them to obtain a satisfactory rating.

The other consideration in linking a history of new-vehicle fuel economies
(FE,, where i is the year) to the in-use fuel cconomy of the entire fleet, is the
miles of travel of older vehicles. For this a simple approach is to use 1982
susvey data (6). Analysis of these data yiclds the fraction VM, of total
vehicle-miles traveled by vehicles in each age group (i being the age of the
vehicle). The in-use fuel economy of the fleet in 1987 is thus:

0.85 x (2': VM,) (; VM,IFE,)‘l

The analysis of the connection between the nominal new-vehicle fuel
economy and that of the entire US flcet shows that the in-use fuel cconomy of
all auiomobiles in 1987 was about 18 mpg, far below 28.3 mpg, the 1987



nominal new-car fuel economy; 24.1 mpg, the in-use fuel economy of new
cars (using a correction factor of 0.85); or 22.0 mpg, the in-use fuel economy
of new light-duty vehicles (16, 17). The rapid advances in new-vehicle fucl
economy made in the late 1970s and early 1980s are still working their way
through the system. Many old low-fuel-economy vehicles are still being
driven.

Let us tum from this record of past progress to consider the possibilities for
further increases in fuel economy. .

TECHNOLOGY FOR FURTHER FUEL-ECONOMY
IMPROVEMENT

There are many options for improving fuel economy. Morcover, many of the
options are altcrnatives to each other. There is not a single path to high fuel
economy at this time. In addition, some technologies for improving fuel
economy can also reduce emissions. Others can increase them. Many of the
technologies also provide performance benefits. The potential for combined
benefits has become critically important.

The energy-efficiency of vehicles can be improvea in many ways, because
encrgy uses and losses occur in many ways (Figure 9). Energy use can be
analyzed in terms of rhe energy loads that arise in operating the vehicle, i.e.
what the drive wheels must accomplish, and the efficiency of the engine-
transmission system, which converts fuel and provides erergy to the drive
wheels as it is needed. The term efficiency can be applied to the engine and
transmission, given the load, but not to the loads.

The lower half of Figure 9 shows that air resistance, tire resistance, and
braking loads are comparable in urban driving. In high-speed driving, air
resistance dominates. The upper half of Figure 9 shows that only abuut 12%
of the fuel energy in the tank reaches the drive wheels. There are mzny kesses.
One of them is not usually acknowledzed in discussions of this kind: Accord-
ing to fundamental principles, the process of combustion in itself decreases
the quantity of work thai can be obtained from fuel encrgy by about 30% (23).
This is due to the irreversibility of combustion, the degradation of energy,

reducing its availability to do work. Perhaps this surpzising cesult will seem -

more reasonable if one considers the extreme case of low-temperature com-
bustion; in low-temperature combustion very little wos : (such as rotational
encrgy) could be extracted from all the heat generated. If instead of burning
the fuel, the fuel energy were converted into electricity, in a fuel cell, this loss
of available work could be avoided in principle.

The Efficiency of e Engine-Transmission System

Although the fucl economy and power-to-weight ratios of engines have been .

much improved in the past 15 years, much more can and is being achieved.
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In today’s engines about heif or more of the calculated power output of the
corresponding idealized engine is lost because of cycle losses, friction, and
pumping losses (24). Cycle losses are due to heat loss, to the finite time for
combustion, and to the finite tmes for filling and exhausting the chamber.
These losses distort the ideai thermodynamic cycle. With the advent of
powerful microprocessors and sensors, it is becoming possible to optimize the
timing of the spark and the air-to-fuel ratio to reduce these losses. Electronic
conirols of the cumrent generation typically respond to measurement of state
variables like average air inszke, temperature, and engine speed and send out
signals for modifying the air-to-fuel ratio and spari: timing based on encoded
tables describing how a typical engine should operate. A new generation of
controls involves feedback. Control is based on the sensing of state variables
plus output characteristics like exhaust composition, the timing of peak



152 ROSS

pressure in each cylinder, irregularities in speed, and knock (25). The feed-
back capability enables optimization of performance even if sensors or
actuators have drifted in calibratioz, 25d even if the particular engine differs
from the standard. Early versioaz of such closed-loop controls ere now being
installed in some production models (26).

The pumping loss is the encrgy te pull the air-fuel mixture into the cylinder
and push out the exhaust. Unless a vekicle is bsing accelerated rapidly,
relatively little power compared to the engine’s capacity is needed (27). When
power requirements are low, unless gears are shifted so the engine speed can
b= reduced, less cylinder pressure needs o be generated with each power
stroke. This is achieved by burning less fuel. But, for the typical spark-
ignition engine the air-to-fuel ratio must be kept within narrow bounds for
proper combustion, so less fuel means that less air can be admitted. ‘fais is
achieved by restricting the air flow, i.e. by throttling. At full ioad, i.e. with
wide-onen throitle, pumping losses are relatively small. At moderaie load,
such as steady highway driving, they are 30% 10 40% as large as the engine
power output (24).

There are a multitude of proposals and prototypes for reducing throttling
losses. One approach is to manage gear ratios so that when the engine delivers
‘.~ power then its speed is low, 5o it opcrates as near wide-open throttle as
possible. Such transmission management could be achieved with con-
tinuously variable transmissions, for example. A similar result can be
achieved by not fueling and firing some of the cylinders at low load. Another
possibility is to use a smaller engine, that in normal opcration delivers
relatively litle power, but that can, by delivering the charge under pressure
(e.g. through supercharging), provide a lot of power. Such an engine is
opiimized for typical ratter than maximum power requirements. Yet another
option is variable control of the intake valves such that at low load e air
intake occurs for oaly a suitabie fraction of the intake stroke (28). Throttling
is thus largely avoided.

The type of engine that has been in use for many decades is already highly
refined and so is more difficult to improve than those in a low sta:z of
development. While significant improvements in controis, friction reduction,
and part-load strategy are still possible with the typical gasoline engine, really
large improvements may require substantial departures. Paradoxically,
however, any radical departures will have to compete with the highly de-
veloped engines we already have—implying that a great ceal of careful
development will be needed before 'any substantially differént engine could
become competitive. '

Among the alternative engine concepts is the direct-injection diesel, in use
in some production models and prototypes in Europe. In R&D is the more
radical ceramic-coated diesel, with some ceramic parts, which would be
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opecrated at much higher temperatures, with the exira encrgy in the exhaust
8as captured to achieve high cfficiency.

An exciting spark-ignition engine initiative is the lean-burn (high air-to-fuel
ratio) two-stroke engine. The two-stroke is currently used in small eagines,
such as for lawn mowers, and in many marine applications. As noted above,
the power output of standard automobile engines has been increased in the last
decade for a given displacement, while emissions have been sharply reduced.
These benefits have besn achieved through many refinements and com-
plications, as anyone over 30 knows who looks under the hood. Such refine-
ments have not ye! been iricomorated in the two-stroke engine.

The two-sroke engine has twice as many power strokes in a given number
of revolutions as the four-stroke and in its basic version has no valves, only
ports, which are uncovered as the piston moves. A three-cylinder engine
could have almost the sanwe output as a six-cylinder four-stroke engine (of
twice the displacement). Saab used such an engine (in unmodermized form) in
the 1960s, and cars with them are manutactured in East Germany. This
two-stroke cngine would be light enouga to be carried by a strong person; and
it would be relatively cheap and easy io maintain.

But would it be possible to achieve low emissions and high tuel econoiny
oy refining the two-stroke engine? Development work is row under way by
engine manufacturers around the world. Extraordinary improvements in the
fuel economy, emissions, and misfire pertformance have already been
achieved, compared to two-stroke engines of the past, with modemn fuel
injection systems (29-31). It is not clear where this development work will
lead. For application as a small automotive engine, will supercharging be
essential? What level of catalytic clean up of the exhaust will be necessary?
How simple, light, and cheap will the fresulting engine be?

Fuel-Economy Emissions Interactions

In the context of 1988 markets and political climate, the most importunt
possitility for much higher fuel économy may be technology that couples fuel
economy with emissions reductions. Many people have the misconceplivn
that emissions reduction and fuel economy are antithetical, because, given a
vehicle design, if you would reduce emissions you smust add equipment or
make adjustments that will decrease fuel economy. In designing a new
vehicle, the opposite relationship cn occur. New technology or fundamental
redesign often offer opportunities to both improve energy-efficiency and
reduce emissions.

A major fuel-economy tie 10 emissions reduction arises frons the nature ol
the mass regulatory-standards for emissions, i.e. the limits on grams of
emissions per mile (32). A vehicle that consumes relatively little fuel per nuie
has an easicr-to-meet standard in percentage terms (concentration ol pollut-
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gnm the combu-tion gases). Emissions decrease jess than a simple propor-
tion of fuci use would suggest, however, with, €.g. a smaller engine.

In addiiion, some fundamental approaches to fuel-economy improvement
also enable percertage emissions reductions. As an cxample, consider a
lca:|~l?um engine. With lean-bum, ihe combustion temperature is lower

(C\{aporatcd) gasolinc. The increase in unbumt hydrocarbon with air-to-fuel
ratio, which begins at ihe right of Figure 10, is 2 major challenge. It can be
.prc‘w‘:nted. in principle, by improving ignition, e.g. through a higher-energy
ignmition mechanism, and it can be mitigated by improved exhaust after-
treatment.

I't us possible that a lean-bum engine can be developed with relatively low
emissions, with little or no after-treatment, e. 8- without a catalytic converter.
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In a very high fuei-economy vehicle, such a system might be able to meet
strict emissions standards. One disadvantage of this approach is that there is
no practical after-treatment to reduce NO, in an oxygen-rich environment, so
that the control of NO, would have to be achieved entirely in the engine.

Reduction of the Vekicie "oad

The load has three components: energy that goes into braking, air resistance,
znd the tire, or rolling, resistance. A general approach to reducing braking
and rolling resistance is weight reduction. Improvements in design and in-
creasing use of lighter and stronger materials (plastics, composites, high-
strength steels, anG aluminum) are continuing. To recover energy that would
otherwise go to the brakes requires an encrgy storage scheme, such as braking
through a motor-generator that charges batteries, or braking by transferring
encrgy to a flywheel. At present, these appear to be costly options for a small
vehicle. Dramatic reductions of air drag are now going cn as designers lean
how o create the appropriate smooth surfaces and integrate them into the
vehicle (26). Where the average coefficient of aerodynamic drag of 1979
model US cars was 0.48, the Tavrus/Sable has a drag coefTicient of 0.30 and
prototype vehicles have coefficients of less than 0.2. Rolliag resistance was
sharply reduced with the introduction of rsd:al tires. Further improvements
are in development (26), but are limited by the primary need for tires to hold
the road.

In this bricf summary, many important measures that could be (or already
are being) used to improve fuel economy have not been discussed, or have
been mentioned only in passing. The point is that there is an extraordinary
ferment in automotive technology at this time. It is due to the conjunction of
new capabilities in materials, information, and control, which affect design
and manufacturing as weli as the vehicle itself. What will be the impact on
fuel economy? Let us briefly examine the influence of the marketplace.

ECONOMICS AND FUEL ECONOMY

Through improved design and technological inncvation, the loads on a vehi-
cle can be reduced and the encrgy-efficiency of the propulsion system in-
creased without necessary detriment to vehicle size, performance (e.g.
acceleration), safety, and emissions. In addition, trade-offs can be made
among fuel economy, size, acceleration performance, cost, safety, and other
characteristics. In today's market conditicns, two kinds of change in the fuel
economies of new vehicles can be expected: (a) modifications to existing or
planned production models and (b) creation of substantially different vehicles.

(87
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Modifications 1o Current Models

Technologies to improve fuel economy, which are already developed or
whose development is of low risk, and were, in 1985, considered likely to be
incorporated by domestic automobile manufacturers into existing and planned
models, are the basis for a cost estimate by Energy and Environmental
Anflysis. Inc. (33). As shown in Table 7. a $48 per vehicle price increase is

11,600 miles per year of driving are assumed.)

Apgropriate combinations of the cost-effective technologies considered in
Tables 7 and 8 are capable of changing the current compact cars, with fuel
m\omyoflboutwmpg. into cars with fuel economy in the mid-40s or

r.

These costs are based on estimates of the manufacturing costs (materials
and labor) multiplied by the average long-term ratio of vehicle retail price to
manufacturing cost. This ratio is four to five. It accountis for all other costs:
R&D, plant and equipment, tooling, administration, and al} distribution and
sales costs, as well as eamings.

Theluderhlslobccueﬁxiininiapmﬁngﬂmcnmnbers. As discussed
above, the price of typical vehicles declines with increasing fuel economy,
because in a high-fuel-economy model the engine system is simpler than one

Table 7 mmduar-mmwchnolo‘yloimpmvewwmouveﬁnl
economy*

——

Rewil price increase
per vehicle for one mpg

Typical fuel cconomy  improvement in fuel Total cost per gailoa

for application (mpg)® economy (1986 $) saved® ($/gal.)
30 48 $0.46
40 46 $0.77
50 37 $0.98

* Adaptod from Energy and Environmental Analysis, Inc., “Analysss of the Capabili-
lhdMAaoMxnmlohpm Average Fuel Ecosoamy,”

'mao.w.uwmmmqm;uymmpmuwh
lised by EEA s being incorporased in 1986-1968, 19891991, and 1992-1993, cespec-
tively. Sec Tabic 8.

ENERGY AND TRANSPORTATION 157

Table 8 Samplc tochaologics considered in the cost estimaic®

Increased fuel ecomomy
(percent)

Technologies introduced 1986
weight reduction al coostant size (materials subslitution)
rolling sesistance reduction (improved tires)
reduced acrodynamic drag
engine-cfficiency improvement
friction reduction (especially pistoa and rngs)
improved lubricants
multi-point fuel injection
new engine designs —fast-bum cylinder
four valves per cylinder
roller cam followers (reduced frictioa in moving valves)
accessory efficiency improvement
froat wheel drive
Technologics introduced 1989-1991
optimization of transmission
electronic transmission coatrol 3
sutomatic overdrive 8
TWM 1992-1995
engine-efficiency improvement .
diesel 45
intake valve control (variable valve timing) 8
optimization of trensmission
conlinuously varisble transmission 12
* Some techaologies, although briclly d, rep & complex of design changes. The unung for
introduction of techaologics in specific models is that forecast by Energy and Enviroamental Asalyss.
This is not 8 complesc listing. Maeova.mm:lechnolo‘iumbtlmpmvedwilhum.m&ouu.
some arc mudtually exclisive, have limited applicability, or have already been partially applied. One cannut

wymumw.&eumm«kmmmmydum.
Saurce: (32, 33) .

- b
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souped up for high acceleration performance and the design is less luxurious.
In contrast, incremental costs are shown in Table 7, the average cost of
mogifying given vehicle models to increase their fuel economies. Typically
these improvements do not require loss of acceleration-performance or reduc-
tion of intcrior volume, although there is weight reduction. (Some loss of
acceleration performance would, however, probably characterize diesel en-
gines, if adopted.)

Finally, and of great importance, the incremental cost of these technolo-
gies, as calculated here, does not mean that the preferred fuel-economy
technologies will altimately cost as much. Fuel-economy technologies have
been costed here as add-ons, additional parts, and fabrication steps in the
manufacture of existing automobile models. When the techinologies are
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integrated into the design and manufacture of new vehicles, it is likely that the
incremental cost of the fuel-economy benefits will be much less.

Altogether New Vehicles

The highest-fuel-economy vehicles already in production have impressively
high mpg ratings, but tend to be rather small vehicles with low acceleration
performance. Some more ambitious prototype vehicles gre shown in Table 9.
Many incorporate radical innovations, such as aluminum bodies and engines
(GM), direct-injection diesels that stop when the vehicle coasts or stops, and
start as needed (VW & Renault), and direct-injection diesels with con-
tinuously variable transmissions (Toyota). Extensive use of plastics and light
metals characterizes all these prototypes. The potential improvement sug-
gested by prototypes is difficult to evaluate because they are often single-
purpose’ projects. A practical, marketable vehicle may involve many com-
promises. The cost and performance that cars like these would have if
designed for the market and mass produced remain to be determined. There
is, however, every expectation that cars with very high fuel economy and
g0od space and performance characteristics can be built, perhaps without a
substantial cost penalty beyond the manufacturer's initial tooling investment
(27, 35).

Table 9 High-fuel-economy prototype vehicles®

Curb Power Fuel
weight curb wi.  economy®  Prototype
(Ibs ) (hp/lb ) (mpg) status
Z-G-Esscngcr
GM TPC 1040 0.037 66 complete
Volvo LCP 2000 diese! 1555 0.033 70 complete
Renault Vesta 1047 0.026 89 complete
4~Ea‘scngcr
Volkswagen ER0 diesel 1540 0.033 83 development
Peugeot ECO 2000 990 0.028 79 development
4-5-Esscn§cr
Volkswagen Auto 2000 1716 0.031 65 complete
diesel
Renault EVE+ diesel 1880 0.027 70 complete
Peugeot VERA + diesel 1740 0.029 66 development
Tovata AXV diesel 1430-1arget 0.039 97 development
"Ref 26
*For gasoline vehiches d with a standard test. sdjusted as per Ref. 22. For diese! vehicles,
unadjusted
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The Market and F uel-Economy Improvements

How likely is the impiementation of major fuel-economy increases in the next
decade or so? There is technological momentum for incorporating some of the
modifications listed in Table 8, at the typical costs shown in Table 7. On the
basis of the cost advantages to consumers, Energy and Environmental Anajy-
sis projected in 1985 that many of these improvements will be made by
domestic manufacturers by 1995. But with today's fuel prices and fuel-price
expectations. these projections appear overoptimistic.

Two principal reasons for lack of urgency on the parts of manufacturers and
car buyers are evident from the “von Hi":;2l-Levi effect,” Figure 11: (a) The
coatribution of fuel purchases to the cost of driving is, at present, relatively
small—it is less than the cost of insurance. (b) The curve representing total
cost vs fuel economy varies only slowly with fuel economy; the vehicle buyer
can be expected to be indifferent over a broad range of fuel economy (36). For
example, if a person drives 12,000 miles per year and his/her car is improved
from 30 to 40 mpg (nom:inal), then 120 gallons of fuel are saved annually. If
the cost of saved energy is 60 cents per gallon (between 46 and 77 cents,
Table 7) and the cost of fuel is $1.00 per galion, the net value of the saving is
about $50 per year, a small motivation. Moreover, the simple payback on the
increased price of the vehicle is about four years, somewhat long in terms of
consumer behavior. (The annual operating savings are 120 gallons or $120,
while the increase in the up-front cost is, from Table 7, about $470.) In other
words, while the nation may have a great interest in reducing total petroleum
use and some geographical regions may be very concemed with reducing fuel
use by vehicles in order to reduce air pollution, the individua! has very litle
interest, in simple economic terms, in the fuel economy of the vehicle he or
she buys.

Without a stimulus other than fue] saving, the manufacturer would be even
less inclined to make high-fuel-economy vehicles than the consumer to buy
them in today’s market. A manufacturer would incur a significant tech-
nological risk and substantial opportunity costs in introducing new fuel-
efficient technology. He is very unlikely to do this if his prospective buyer is
likely to be indifferent about the new product.

Events, however, could alter this pattern of inertia. There are three impor-
tant kinds of possible events: (a) new technology with multiple benefits, one
of which is fuel cconomy, (b) much higher fuel prices and/or fuel shortages,
or (c) strengthened fuel-economy regulations or other changes in public policy
with strong fuel-economy implications.

Technology with multiple benefits may become part of the program of
manufacturers for whom innovation is a major competitive strategy. Consider
one fuel-economy innovation, the continuously variable transmission. The
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driver gets a differcnt feel during acceleration. Such a technology could
establish new standards of performance, creating demand for cars that also
have high fuel economy.

A different kind of technical change would be creation and wide adoption
of a narrow two-passenger vehicle as an extra vehicle for use in commuting
and errands. A relatively safe, high-performance vehicle could probably be
manufactured. Two factors make wide adoption of such 2 vehicle conceiv-
able: (a) Rising incomes in many houscho!ds and rapidly increasing vehicle
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life are encouraging purchase of “excess” vehicles, often special-purpose
vehicles. In 1983, 13% of all vehicles were already in excess of the number of
drivers in the household (15). (b) A small high-performance vehicle, if
afforded special parking privileges, might have appeai. There is a tremendous
fashion for pickup trucks as passenger vehicles; and many of these are
two-passenger vehicles. Of course, even though a very small two-passeager
vehicle might have a social rationale, it might not appeal to buyers.

Fuei price increases would also mot;ivate fuel-economy increases, but the
effect is not thought to be strong (37, 38). It has been estimated that the price
clasticity is —0.5 for the fuel cconomy of new car purchases. That is, for
cvery 10% increase in fuel price, the average buyer would opt for a vehicle
with 5% higher fucl economy. But this analysis probably overestimates the
impact fuel price increases would have in the United States, because the
present level of fuel economy is primarily due to the regulatory standards. A
major increase in fucl economy would require fuel price increases of a factor
of two or more, fuel shonages, or major changes in public policy.

PUBLIC POLICY AND FUEL ECONOMY

A Review of Recent Initiatives

Before addressing future policies that could lead to major fuel-economy
improvements, the policy experience gained in the past dozen years is briefly
reviewed.

INFORMATION  The federzl government systematically determines the fuzl
economy of each vehicle model every year, publishes the information in the
Gas Mileage Guide, and has a window sticker put on each new vehicle.
Although the in-use fuel cconomy varies considerably among individual
vehicles of the same model (as maintained and driven), this information is
reliable enough for buyers and has removed the extensive confusion that
characterized fuel economy before the age of a standardized laboratory test.

PERFORMANCE REGULATIONS The mandated improvement of co7porate
avcrage fuel economy (CAFE) was probably largely responsible for the
approximate doubling of the new car fuel cconomy from 1974 10 1936,
although some ergue that fuel price increases alone would have drivea a
similar increase. The history of the sales-weighted fuel economy of new cars,
when compared with the history of CAFE regulations and the price of
gasolire (Figure 12), leaves little doubt as to the engine that drove the
improvements. In examining the figure, notz that the 1970 gasoline price was
a little higher than that in 1973, that the CAFE standards were legislated in
1975, calling for an increase to 27.5 mpg by 1955, and that fuel price
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period befare 1973 the res! fuel price declined graduaily. Source: (39)

elasticity studies suggest an elzstici
greater than one.

No further increas-. in fuel economy are mandated, although the 27.5 mpg
standard for cars remains. The 27.5 mpg standard has nos ¥et been fully
imposed, however, reductions being granted or: petitions from Ford ang
General Motors. There are also standarde for trucks, but these are not set by

the legislation as such; they have been set largely in conformity witk man-
ufacturers’ wishes.

Of the arguments now offe
standards, one is especially powerful: that CAFE standards discriminate

ty substantially less than one, rather than

ment for each corporation and mandating a certain improvement for size.-
weighted fuel ccenomy (40).

THE GAS-GUZZLER TAX The average fuel economy of vehicles purchzsed
can be improved by a carrot or stick at the time of purchase. Tie gas
tax has this purpose. It kick in at $500 for cars witk: fuel cconomy below 22.5

1986 the US Treasury collected $148 million, as the program came into its
final form.
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have little impact on which vehicles are pun:hase-d ard relatively
ig;attl!?:t::ct on how much vehicles are driven. Modestly hl;hcr flfel talxjwt
might influence owners of inefficient cars to trade lh'em in earlier. Un
fortunately, this process might not hasten the time when |mmcent car.;. 9\;;!:
scrapped. What would be iikely to happen is what happered in the late :
The prices of used cars with low fuel economy were depresszd so they were
bought and used by people for whom the low first cost wasa strong.amactn?n.
Fuel taxes in the United States have not been cogecwed as mﬂuenc;ug
purchases of light-duty vehicles. In many other countries, however, gaso4lln)e
taxes are scveral times higher than the 23 cents per gallon average !\cre (t .
The $2 to $4 per gallon price of fuel in Europe does have a major impact on
vehicle purchases and use. A definitive study of the Eurogcan cxpenlct:f::';
however, would also have to take into account the much hnghc}' popelati i
deasity and geographical structure, which dlscquragcs thc_: long-distance ccm
muting by personal vehicles that is commoa in the United States.

RESEARCH AND DEMONSTRATION  The Department ol: Energy ha;;’n ongo-
ing R & D program in Transportation Energ.y conscrvatlon. The I e apprc;:
priation was $56 million. The program is limited to work on l"adl.C p':'ogl)u
sion systems, especially ceramic :liesels, gas t}!fbmcs, anq electric ::l ic ;::e
and in advanced materials, especially for engines. 'n:.cre is a genc:al se °
about this program that, although important tmnsponauorf product go as;. sucrk
as an electric vehicle, have not been achieved, some bas:c' yet practical wo
has been done, especially on ceramics and battcm':s. which may ha;c c?d:
siderable economic value. The existing program is much smallc:riiﬁzntl o
Cooperative Autorgotive Research Progmm‘ ,anR & D program ;.sb e ogt
substantial basic research, proposed during the Carter administratic,
implemented.

The Rationale for Public Policies to Increase Fuel Economies

national security relative to petroleun supply ar!d for the

5::‘!::?,5,;3; the economy in the face cf ipcreasi:g energy prices, ha;vic-:
justified public policies aimed at cnergy-efﬁcsen'cy. Concemns fm: n:e‘t_x;(:":to'h‘=
tan air quality, and to a lesser extent regional air quality, have justifi

issi ards.
em’ll::();:trsgla;dm-supp!y issues remain important in sPitc of the cum:r: I:;:
price because of our rapidly increasing de.pc.ndcnce on imports (caused by c
low price). Net imports of petroleum are rising tpwaxd:ﬂ)% of consumgeu:;.%
higher level than that of 1973, before the first oi? sho-k, and close to
level of 1978, before the second oi! shock. . - cualit

Air quality concems are increasing because (a) metropolitan air quality

'163 {D/

FUEL TAXES In the United States, motor fusl taxes average 23 cents per
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clasticity studies suggest an elasticity substantially less than one, rather than
greater than one.

the legislation as sach; they have ! i i ith
uf.cmgm o as § y have keen set largely in conformity witl: mar-

Of the arguments now offered against further increases in the CAFE
W’ onc is especially powerful: that CAFE standards discriminate
against corporations < fesing a full line of vehicles (including large ones).
Modifications that have been suggested are: mandating a percentage improve-
ment for each corporation and mandating a certain improvement for size-
weighted fue! economy (40).

THE GAS-GUZZLER TAX The average fuel economy of vehicles purchased
can be improved by a carrot or stick at the tims of purchase. The gas-guzzler
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FUEL TAXES In the United States, motor fucl taxes average 23 cents per
gzllon and have little impact on which vehicles are purchased and relatively
litke impsct on how much vehicles are driven. Modestly higher fuel taxes
might influence owners of inefficient cars to trade them in eardier. Un-
fortunately, this process might not hasten the time when incfficent cars were
scrapped. What would be likely to happen is what happened in the Iate 1970s:
The prices of used cars with low fuel cconomy were depressed 59 they were
bought and used by people for whom the low first cost was a strong attraction.

Fuel taxes in the United States have not been conceived as influencing
purchases of light-duty vehicles. In many other countries, however, gasaline
taxes are several times higher than the 23 cents per gallon average here (41).
The $2 to $4 per gallon price of fuel in Europe does have a major impact on
vehicle purchases and use. A definitive study of the European experience,
however, would also have to take into account the much higher population
density and geographical structure, which discourages the long-distance com-
muting by personal vehicles that is common in the United Statss.

RESEARCH AND DEMONSTRATION  The Department of Energy bas a». ongo-
ing R & D program in Transportation Encrgy Conservation. The 1987 apzvo-
priation was $56 million. The program is limited to work on radice) propul-
sion systems, especially ceramic diesels, gas turbines, and clecicic vehicles,
and in advanced materials, especially for engines. There is a general sense
about this program that, although important transportation product goals, such
as an electric vehicle, have not been achieved, some basic yet practical work
has been done, especially on ceramics and batteries, which may have con-
siderable cconomic value. The existing program is much smaller than the
Cooperative Automotive Research Program, an R & D program including
substantial basic rescarch, proposed during the Carter administratios, but not
implemented. :

The Rationale for Public Policies to Increase Fuel Economies

Concerns for national security relative to petroleum supply and for the
well-being of the economy in the face of increasing energy prices, have
Justified public policies aimed at energy-cfficiency. Concemns for metropoli-
tan air quality, and to a lesser cxtent regional air quality, have justified the
emissions standards.

The petroleum-supply issues remain impontant in spite of the current low
price because of our rapidly increasing dependence on imponrts (caused by the
low price). Net imports of petroleum are nsing toward 40% of consumption, a
higher level than that of 1973, before the first oil shock, and close tc the 45%
level of 1578, before the second oil shock.

Air quality concerns are increasing because (a) metropolitan air quality
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continues to be unsatisfactory in many areas. and the public is clearly
interested in making progress; (b) regional air quality impacts, especially
acidification of lakes and forest death, are increasingly troubling; and (c) the
greenhouse effect will affect the global climate, as a result of increasing
atmospheric concentrations of infrared-absorbing gases, such s carbon di-
oxide, NO,. methane. and chlorofluorocarbons. The production of carbon
dioxidz by gasoline-fueled vehicles is inversely proportional to their fuel
economy. The joining of these strengthened environmental concerns with
those for petrolevm supply gives impetus to consideration of stronger fuel
economy and emissions policies.

Major Policy Options for the Near Future

INDUCED MOTOR-FUEL PRICE INCREASE  Other industrial countries impose
high motor fuel taxes with the result that fuel economy is of economic
imyortance to the vehicle purchaser. In the second quarter of 1988, taxes
constituied 31% of the price of gas~line in the United States »but 47% in Japan
and 63 to 79% in the major countries of Western Europe (41). The higher fuel
prices in Japan and Europe may be responsible for the relatively rapid
introductions there of fuel-ecchomy innovations.

Urder US conditions. a motor fuel tax that might generate a great deal of
fuel-economy innovation, on the scale of $2.00 per gallon, is not feasible in
the foreseeable future. The strong dependence of rural areas on cars and light
trucks, and the importance of commercial trucking in our economy, suggest
that it would be inappropriate to approach fuel-economy improvement pri-
marily through use of a stick that strongly penalizes those who drive a great
deal.

A moderate fuel price increase might, howcver, be 8 part of a effective
package of pelicies aimed at improved fuel economy. (At this time it seems
we could have a moderzic motor fuel tax increase for revenue purposes.) Such
a package could emphasizc technology policies and strengthened standards
for new-vehicle fuel economies, but include induc~d fuel price increases of 25
10 50 cenis to provide a balance of motivations. The cencept is that the eatire
cast of players (manufacturers, vehicle buycrs, drivers, and those responsible
for other compesnents of the system), wili be able to respored more effectively
if all are motivated. In contrast. if, for examyie, manufacturers are pressured
to bring out higher-fuel-economy vehicles but buyers are wholly indifferent,
there would be a dissonance, which might lead people to iook for loopholes
instead of increased fue! economy.

STRENGTHENED FUEL ECONOMY REGULATIONS The tool of minimum
standards for the fuel economy of new vehicles, standards that are periodical-
ly strengitcned, has worked and would probably work in the future
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(especially if used in concert with other policies). Properly designed, it would
put all manufacturers on an essentially equal competitive footing. As dis-
cussed above, there is good evidence that the overall cost of improvements
would Le more than matched by savings on fuel, in the fuel-economy range
that is likely to be considered and over a time pericd that allows manufactur-
ers to retool and change models at a typical pace.

A critical component in strengthened standards would be closure of the
light-truck loophole. Light-truck performance standards would have to be
developed and written into the legislation, instead of being left to the discre-
tion of an agency.

The second half of the 1280s is, however, a time of low oil prices. Under
these conditions the political will to adopt a controversial policy of strength-
ened fuel-economy regulations will probably be lacking. And yet it would be
a straightforward, economic, and equitable way to push petroleum-supply
problems off into the distant future.

STRENGTHENED AIR POLLUTION STANDARDS  Local and regional air pollu-
tion problems remain serious a quarter century after the first Clean Air Act
(1963). Progress has been made in cleaning up particular sources. For ex-
ample, messurements of light-duty vehicles in use by the Environmental
Protection Agency show that emissions per vehicle have been greatly re-
Guced. The typical model 1988 car in normal use emits roughly one fifth of
the hydrocarbons and carbon monoxide and one-third of the NO, that an early
1970s car emitted per mile (42). Extraordinary progress has been made
through the combined efforts of government and the manufacturers. In typical
use our light-duty vehicles are very clean.

On the other hand, vehicle-miles traveled have increased about 80% since
1970. In addition, the standards are not completely definitive because non-
standard situations may create most of the pollution. EPA is conducting more
careful studies of (a) emissions, especially evaporation of fuel rather than tail
pipe emissions, in very hot and sunny weather, (b) emissions, especially
carbon monoxide, in very cold weather, (c) emissions in high-power (wide-
open throttle) operations, (d) emissions in hesvy congestion situations, and
(e) emissions from vehicles whose emissions ccntrol systems have failed.
(For the last group inspection and maintenance programs have been in-
troduced in regions not meeting air quality standards. Such programs can
work, but are difficult to implement so as to detect and correct most of the
gross emitters.)

To develop and exploit the technological opportunities to further reduce
vehicle emissions, it would be valuable to strengthen technology policies
(such as R&D programs) as wel} as to enact still more effective air pollution
standards. In designing more effective standards more attention to (a) fuel
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cconomy-cmissiors inte;actions and (b) noastandard situations sterms called

effestive.

RESEARCH The btody of pew ideas, systemaiic knowledge, trained per-
soqr;ci.'and Lastrum=tation associated with research activity is the conlcs::c':n
which Jlaventon and development take place. The strength of the United
States in basgc kcience rescarch has persuaded many that cur arrungements for
rescarch are In good shape, but that is not accurate. As suggested by the recent
spate of engineering activity at the Wational Scieace Foundation, research in
basic engincering or basic technology is very uneven in the United States. The
$2Ctoe to underinvest in research (compared to de-

: > iew information
wci}nology In a general manner; research ca problemns specific to vehicle
design and manufacture must be carvied out.

DEVELOPMENT AND DEMONSTRATION  The stages of technical change that

precede innovation are invention, development, and prototype demonstration,
'l?\c coniext qu 'dcvzlopn_lenl activity in the United States would be quite
different than it is today if there were more active innovation in vehicles.

another major demonstration program is under way: clean
The jury is out in that case. y coal technology.
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installation) so that different attempts can be made and some failures are
expecied from the start. (b) Federal participation is more likely 1o be effective
if the technology is generic, i.c. may have a variety of applications.

INNOVATION  These days the United States is known for its prowess in basic
science rescarch, while Japan is famous for taking research cencepts and
applying them. The first concern of technology policy inust be the viulity of
the private sector in adoption of new technology. The technology pull of
manufacturers who want or need to innovate is required as well as the
technology push of research.

While innovation in motor vehicles is needed, the nation’s manufacturers
are all large and cautious. The industry has matured to the point that there are
no small vehicle manufacturers left. (And the barriers against a new firm
entering the business, except from a foreign base, are very high.) Until the
threat of innovative Japanese manufacturers became intense, the industry was
largely not competing with respect to product or manutacturing innovation
(44).

One reason for the manufacturers (o be cautjous about new techrology is
the scale of risks that arc involved. A typica! production line produces
200,000 vehicles per year. Engine lines involve more of a commitment. The
tooling costs are large. The manufactuger needs 1o feel confident that the new
product will be successful.

A second reason for caution is that US manufacturers have made several
major innovations in the past couple of decades, but have been badly stung
several times by poor technological performance. The Japanese may be beticr
at innovating and avoiding the flawed product than we are. As a result they
more frequently use innovation as a competitive strategy.

In the face of this problem, a policy to directiy encourage innovation is
called for. One possibility is govemment-funded consumer rebates. The
rebate could simply be based on fuel economy (45). Arother possibility is
contests for creation of prototype vehicles meeting certain goals. Over the
past century contests for new techinological achievements have provoked very
interesting creations. This approach could be invigorated with major gov-
emment-funded contests.

A more refined policy incorporating features of both these approaches
would be federal rebates applying to the initial production runs of vehicles
meeting specified goals. Different gcals could apply to different sizes of both
cars and trucks.

It would probably be desirable to camry out such policies in combination:
both to encourage consumers to buy early versions of vehicles incorporating
new technology and to prepare manufacturess to carry out such techaological
change (46). In the late 1970s the govemnment presciently helped manufactur-



168

ers prepAIY the second oil shock with the 1975 CAFE legislation (47), but
sales of the new vehicles were poor. Would rebates to smooth the way for the

OTHER PASSENGER TRANSPORTATION ISSUES
Alternative Fielr Y

elsewhere with ethanol, natural gas, and LPG as motor vehicle fuels. At g
uore theoretical level, interest in hydrogen and electricity continues. (Much
developmental work on electric vehicles has gone o in the United States, but
there is as yet no hint of practical vehicles for other than small niche markets.)

Methanol enjuys the most attention in the United States gr present. Some of
this attention is due to the fact that modified vehicles can bum (without
atiertion by the driver) widely varying mixtures of methanol and gasoline
thus potentially casing aspects of a transition to methanol. For example
methanol could be favored in certain air-quality regions and gasoline else-
where. £ disadvantage of this approach is that such flexible-fue; vehicles
would no! be designed to take advantage of the specific propertics of the
-mcthanol. a substantial sacrifice. Ancther approach to flexible fuel capability
IS presented in the paper by Mellde et al (48) in this volume.

Congestion

a small [raction of passenger-miles can be diverted to mass transit in the
foreseeable future. Moreover, the energy-intensity of mass transit per passen-
ger-mile may not be much less than that of the private car. Mass transit can,
however, relieve congestion and can influence real-estate development so as
to reduce d=pendence on personai vehicies. Some evidence of this is that
rotor vehicle-miles per adult is two thirds as great in New York and Lllinois
as it is in Texas. (Another fespon:e to congestion, information and coatro}
systems for highways, is noi discussed.)

Intercity passenger trave) faces €ven more severe congest; . Traveling in
three dimensions is, paradoxically, much miore affected by crowding than
traveling i two. There is a technolcgically exciting opportunity: high-speed
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ground transportation. The concept is to replace short-haul heavily traveled
air routes with high-speed ground vehicles. The main focus world be substitu-
tion for air travel, including longer-distance travel where & ground trip, e.g.
between Detroit and Chicago airports, would be combined with a flight
(private communication, Larry R. Johnson). An energy-efficient lightweight
vehicle and guideway might be enabled by magnetic levitation. Such vehicles
might be able to operate along expressway rights of way.

The energy implications of such developments are of course quite un-
certain. Nevertheless, we know that the technological ferment of our times is
counterbalanced by the capital-intensity of transportation, including not only
the equipment directly involved, but the equipment of suppliers including,
especially, energy suppliers. Moreover, inettia is created not only by physical
capital but also by human capital, our organizations. modes of operation. and
knowledge. This suggests that although modifications of existing systems can
be achieved in relatively short times (such as the improvement of in-use
automotive fuel economy and the increase of the average passenger capacity
per airplane of commercial airlines since the carly 1970s), more profound
changes will take longer. They will take longer especially if they are moti-
vated by concems other than improvement in the service provided.

CONCLUSIONS

This wide-renging discussion was intended as an antidote to the concept of
autonomous energy demand, i.e. the concept that demand is not subject to
ordinary policy maXing the way supply is. Even without considering modal
‘switching or alternative fuels, there is great uncertainty in the energy require-
ments for transportation. Moreover, that uncertainty is not only associated
with hard-to-control factors such as the world oil price and consumer tastes. it
also depends sensitively on the energy-efficiencies of the technologies used.
These technologies will, in turn, depend on what the manufacturers choose to
develop and market and on public policies. There are public policies, with
which we already have experience, thet (in the author's opinion) are not
economically severe and that do not severely intrude on private decision-
making, that would probably have powerful impacts on transportation tech-
nologies and energy use during the first decadz of the next century.

An exercise by the author to quantify the uncertainty in personal-passenger-
vehicle energy use in 2010 yielded high and low scenarios, with energy use in
the high scenario twice as high as in the low scenario. These diverse outcomes
are the result of moderate, unsurprising developments and choices. The point
is that energy demand is, to a ¢itical degree, a matier for rational de-
cisionmaking, rather than simply being an act of God or the consequence of a
particular fuel-price elasticity—if one looks ahead far enough in the future so

<
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that there is time 1o make decision

capital equipment involved.
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CAFE OR PRICE:
An Analysis of the Effects of Federal Fuel
Econocmy Regulations and Gasoline Price on New Car MPG,
1978-89

David L. Greene®

Following a tripling of world oil prices in 1973-74, the U.S. Congress
passed the Energy Policy and Conservation Act of 1975 establishing mandatory
Juel economy standards for automobiles and light trucks. Begianing at 18 MPG
in 1978, the passenger car standards increased to 27.5 MPG by 1985. There has
been considcrable debate about the influence of the standards, as opposcd to the
gasoline price incrcases in 1973-74 and 1979-80, on new car fucl economy.
Twelve years of average fuel economy data are now avdilable for every
manufacturer's domestic and imported car flects, making possible a swtistical
estimation of the relative importance of standards versus fucl prices in
dctermining new car MPG. In this paper a penalty function is formulated in
which dcviations from either the standard or the market equilibrium demand for
Jucl cconomy create costs for manufacturers. An equation for new car MPG is
derived by minimizing the sum of quadratic penally functions. Lstimation of the
modecl, using 15 sets of manufacturer CAFE data for 1978-89, clearly indicalcs
that the CAFE standards were a significant consiraint for many manufacturers,
and were perhaps twice as important an influence Gs gasoline prices. A test for
structural change in the model does not rejcct the hypothesis that the CAFE
corstraint had the same effect on carmakers before and after 1953.

INTRODUCTION

In 1974 the fuel cconomy of new U.S. passenger cars hil its lowest
point in recent history: i4 miles per galloa (MPG) (Heavearich, et al, 1984).
At the same time, the Organization of Petroleum Exporting Countries
exeicised its new found market power by tripliog world oil prices. The ¢t
price shock, together with an oil embargo of the United States organized by
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thosc for whom it may have been a significant constraint, can be uscd to help
discriminate between price and regulatory cffects. The goals of this analysis
are (1) to quantify inc importance of EPCA rcgulitions rclative to gasoline
prices in manufacturer decision-making about acw car fucl cconomy, and (2)
5 derive an estimaic of the responsivencss of acw car fucl cconomy to
gasoline price in the abscoce of a fucl cconomy coustraint.

MANUFACTURER DECISION-MAKING WITHH A FUEL ECONOMY
CONSTRAINT

In the prescncc of goverament fucl economy rcgulation, the
manufactuscr faces the problem of balancing the nced to comply with the law
against the nced to provide ihc level of fucl cconomy and other vehicle
characteristics that the market demz- *-  As fucl prices fluctuate, market
demand for fucl efficiency should rise an. . The fedcral standards may be
consistenl with of contrary 1o these markct trends. Nonctheless, the
automobilc mzoufacturcr must bec concerncd with both. Just as there arc fines
for failure %0 meet the starndards, the penalty of lost profits and lost market
share must be paid for being out of stey with the market.

Assume (hat the manufacturcr’s objcclive in sclecting a level of fucl
cconomy, E, is to minimize ihc combined penaltics of being out of step with
tbe level of fuel economy that would maximize his profits in tac abscnce of
rcgulation, Ey,, and the level required by regulation, Eg.

Mioimize Z = [(EpE) + dg(Eg-E) )

= 0if E > Eg
d
- lifE(Eu.

The regulatory penalty is a lincar function of the ddfcrcace between the MPG
achieved by the manufacturcr and the autnmotive fucl economy siandard: $5
per 6.1 MPG per vehicle sold. In rcality, owcver, the situation is morc
complicatcd. Therc are nonmonctary penaltics as well: bad  publicity and
personai liability for the comyany’s management. Furthcrmore, manufacturcrs
can use credits carncd by ercecding the standards iu somc ycars to offsct
deficits in others. Finally, they have the option of pressing for a rulcmaking
1o lower the standard. This stratcgy was successful in lowcring thc AFES by
1 MPG cr more in cach of the ycars from 1986-89.

The penalty for being out of step wita the market will depend not
only on the cost of produci=g cfficicncy but also on the trade-offs between
clficicncy and other valucd vchicle attributes and the ability of manafacturers
to advance technology and change the trade-uifs, as well as on input prices
and consumers’ prefereaces. Siuce the regulstory penalty should not affect
any of these factors, it is rcazonable to assume that the penalty functions are
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::)l::::l\:;. as ::lc:\w; in cguau?n (1). As a sccond-order approximation to mure
comple: pcaalty lunctions, f and g arc assumed to be quadiatic functions o
diffcrences bclwc.cn the dcesircd market (or reguiatury) foesels and (e
cificicocy actually achicved. o
. A quadralic approximation to the manufacturce’s penalty fumt;
] é A "IN L
;Ic':lg:r:! s.c'_cml mappro:inalc at l'.irsl.l The statutory penaltics ns!mi;nlc)d with the
federa uc CC?nOm regulations arc $5 per teath of an MEPG Uy which the
ufacturer falls short of the standard multiplicd by the numbicr of cars solld
and zcro if the standa.d is excceded. Thus, it wouid appe . \
function is piccewisc lincar and that there is no benefi
standard. Howcver, manufacturers rmust plan yc
future fucl economy goals in a future market in which fucl prices, consumr
prcfcrcncc§ and compctition arc uncertain. The importance of this Lact 1
'tlx_:dcrslhandlpg lhg role of fucl cconomy regulation cannot be ()\'('lcmpll.:.'.in'.;'
stanu;,al“fsrc l;anhmsurancc bencfit te manufacturers i planning to exceed tiy
Standard .cxccu:(li.c:m*?tc. the CAFE law allows manufacturzrs (o buil up
ko T{;is cec lr:_gl c standards which can be uscd to offsct deficits in ather
manu.faamcrs gccor-waull-car'ry back provision, together with the uncerlainly
e acturers fa rln [panmng (or fglurc MPG, requires that the pen iy
opoction allow nclits for exceeding the staadards as well as costs for alling:
short, 15 also clcar that the truc form of the penalty function is unkuown
n light (I){I:I::cq::?;c. flhcé]uadr;::itijapprmnimuliun 1S a reasonable une. ‘
ion for E can i : i
minimizing 2 with perones Lo o :;\:;lgf;g:néhc first-order conditions fuor

ar that the penalty
t at all to eacceding the
ars in advance to achicwe

dZ/dE = I.YdE“a* U(Epg-E) + ¢(Epy-E)? | + da H(EQ-E) ¢ 1 (B 12 )
= -b- 2c(Ep\-E) -d8 - Ur(Eg-E) = 0.
Solving for E givcs,
E = (b+8)/2(c+r) + [c/(c+ NIEy + [r/(c+1)JE; ,ifd =1 &)
=b/2c+ Ey , ifd=0
or,
E = A+ (i-B)Ey + BE; ,ifd =1, (i)
wherc A = (b+8)/2(c+ ry and B = (r/(c+r)).

cTclLu: for lh;:lsc simplc but flexible penalty functions, the optimal new car fud
omy will be a weighted aversge of the optimal marhet level of MG and

1. 1am grateful to Jim Sweency for his comments and insights on this ot
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thc CAFE rcquircment, when the CAFE constraint is binding, but simply a
function of the market’s desired fucl cconomy when the AFES are not
binding. Equation (2) also shows that the more important the regulatory
constraint is, the less important the market’s dcsircd MPG level.

Acszume that the market Icvel of fucl cconomy is a function of currcnt,
ycar t, and past gasoline priccs up (o a maximum lag of L ycars.

Em = E@upy.p-Pi)- 3)

In reality, Ey, depends on many factors besides fucl price, but fucl price
should be by far the most important factor. According to recent rescarch,
ccasumers form their expectations about future gasclinc prices based on
cxpericnce within the last threc months as well as trends over the last sixtcen
moaths (EEA, Inc., 1983). Thus, L should be at Icast 2 to account for
coasumers’ desired fuel economy levei. The market desired fucl economy
level will also depend on the types and characteristics of vehicles
manufaciurers produce. Manufacturers can do very litle to change the
tcchnology of their product offerings (tkcy arc basically limited to pricing
strategics) with less than two ycars advance notice. Thercfore, L should be
chosen based on the leadtime required for manufacturers 1o make significant
changes in product lines. New carlines or engines require four to five years
Icadtime, while significant redesign of zxisting makes and modcls may rcquire
up to three years advance preparation (EEA, Inc., 1981; Ford, 1984). Thus,
L=5 (six lime periods) should be adcquate to estimate a modcl combining
manufacturers’ and consumers’ price expectations.

It is important to allow the data to detcrmine the best form of the
markel efficicncy equation (3). A rcasoaably flcxiblc model is the polynomial
distributed lag (PDL) model, in which the coefficients of the price cxpectation
cquation,

Ep(t) = + bepy + bypg +.t byp,y ©)

arc assumed to follow a polynomial of chosen degree (Madalla, 1988, pp.
355-361). If the polynomial is quadratic, for examplc, then,

by = ag + aji +ayi’. )

(The a's and b's here are unrclated to those in equations (1) and (2).)

Bccause the lagged variables are highly corrclated, equations (4) and
(5) are most cffectively estimated by using a smaller number of variables
constructed from the Pi4's- Using cqualion (5), we can express Ep(t) in terms
of the quadratic equation coefficients,

L
Ep(t) = b + Z (ag+aji+a,i’ )p,
i=0

¢

?4_..( z
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= b+ agrg + ayry, + ayry, ' ()

where the z's are defincd by,

L L L
2= TPy s 2= Tipy , 7y = Eilpy, (N
1=0 i=0 i=

The lagged price cocfficicnts, b;, can then be caleulated from the coclticients
of the z,, using cquation (5). Thc PDL modcl cannot represent all plausible
pricc expectation modcls. Howecver, it docs allow the data to determine the
way cxpcclations arc formed, given that fixcd weighis must be used.

Somc manufacturers, cspecially Japancse manufactur rs, were
consistently well above the AFES rcquiremncnts.  In this wdy, any
marufacturcr who in ycar t is consistcntly morc than onc M above the
AFES for ycar t+3 is considered to be unconstrained (cquation 2(a) apphics).
For cxample, in 1978 thc AFES was 18 MPG, and thc 1981 AFES wis 22
MPG. A manufacturcr with a CAFE of morc than 23 MEPG in 1978 would be
considercd unconstrained in that ycar. If the regulatory standard is not a
constraint (its penalty function is zcro), the optimal level of fucl cconamy is
the market level, E, plus a constant. The conslant may be interpreted as o
given manulacturcr’s deviation from (he market average fuel economy and
may thereby reflect a manufaausc['s spccialization in particular market

segments, \
The cfficicncy equation to bo estimated is, thercfore,
Eq) = A + (1-dB)Epy (1) + d.BEL(1), (X)
where,

= 0 if manulacturcr m is unconslraincd and,
= 1 if manufacturer m is constraincd by the AFES,
and A is a manufacturer-specific intcrecpt.

Substituling cquation (6) into cquation (8) we get the form of the muodel used
for estimation.

E,() = A-’ + (1-d B)(by + agzgy +a,7) +2,75)) + d, BLiy *)
= A'L + bl.+a'07°,+a'lz“+a'z7‘_,€+deER

The superscript, i, indicates (hat cocfficicents arc different for consteained
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versus uncoastrained manufacturers. Assuming idcatical Ep functions, the Figure 2: Corporate Avernge, MPG va. Stundurd — Dowmestic Vehililes
coclficicnts should diffcr by a constant factor, (1-B). In the cstimation we
do not impose this constraint, which allows constraincd and unconstraincd 36 o — .
manufacturers to have different functions. This produces an intcresting result, r
as will be secn.
The PDL formuiation allows the data to dictate how past fuel prices 33y
influence new car fucl economy. Because of manufacturcrs’ leadtime i
requircments, we can cxpect the current year and onc-ycar lag coclficicats to 3ol

reflcct the response of consumer demand to gasoline price changes, while
longer lags reflect the manufacturers’ response via new and redesigned
product offerings. Current and one-year lags may also reflect manufacturers’
short-term reaction to changes in ths market demand for fuel cconomy (c.g.,
pricing stratcgics to encourage salcs of morc cfficicnt car types). For the fucl 24}
cconomy standard, only the current year is included since the standards are
generally sct far caough in advance to allow manufacturers time to adjust their
product offerings. Excepiions are the rulemakings in 1986-1989, which
lowered the AFES on relatively short notice.

18
bl ¢ 1 7 Ford *t  Chrysier

FUEL ECONOMY AND FUEL PRICE TRENDS
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The gencral trend of automobile MPG over the past fiftcen ycars

suggcests a strong relationship to the fucl cconomy standards, Gasoline priccs ' Figure 3: Corporute Averuge, MPG vs. Standard - Imported Vehicles
rose sharply twice, declined gradually twice, and fcll sharply once (Figure 1). '
The 1589 price of $0.96 (1988 $s) is actuaily below the constant dollar price SGMPQ A o

in 1975. At the same time, domestic automobile MPG dowbled from 14 to 28
MPG, increasing in every year except 1983. The efficiency of imported cars
also increased, though less dramatically (Figure 1). These gasoline price and 33
MPG wrends certainly suggest a corrclation between the fucl cconomy
standards and the fucl economy rcalized, in particular, by domestic
manufacturers. A closer look at individual manufacturers' CAFE numbers 30
reveals at least three different types of pattcras (NHTSA, 1989).

Tbhe CAFE MPGs of the "Big Three" domestic manufacturers

(Chrysler, Ford, and Gencral Motors) arc very close to the AFES in every 27K

ycar (Figure 2). Each expericnced a decline in fuel ccouomy in 1983; GM T

and Chrysler also expect ¢~clines in 1989; Ford's CAFE slippcd in 1987 and 24

1938. Only Chrysler consistently exceed the AFES of cvery year, but all three

manufacturers satisfied the EPCA regulations by using credits earned by <+ AFES

cxcceding the standards somc ycars to offsct shortfalls in others (Automolive 21y

Ncws, 1989). Ccrtaio Europcan manufacturers' CAFE numbers cxhibit the !

same “constrained® pattern (c.g., Voivo, Figure 3). ‘
Other imported manufacturers werc far above the 18 MPG standard 18 —+ volvo -~ Toyols Nissan — Merc-Bonz * vw ’

in 1978 and remained well above the AFES taroughout the twelve-year period :

(scc Figure 3). For example, Volkswagen's saleswcightcd MPG was in cxccss 15 1 L 1 1 T VR DR ' . ‘

of 27 MPG iu 1978. Most of the others who fit the “unconstraincd” paltcen 1978 1979 1980 1981 1982 1983 1384 1985 1986 1987 1988 19"

arc Japanese car builders (c.g., Toyota, Nissan).
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Still other importers reflect a mixed pattera. Mercedes-Benz, for
example, closcly followed the AFES and even excecded them by a comfortable
ma:gin until 1984. Al that point the company appears to have given up iying
to mcct the standarc., and rcturned (o a level of fucl economy it considercd
more consistcnt with consumer demand. Mcrccdes-Benz paid a $20.2 million
penalty for the 1986 model year and is reportedly facing a similar finc for 1987
(Autlomotive News, 1989). BMW's MPG history is similar {0 that of
Mercedes.  The fact that the two manufacturcrs conforming to this
“discouraged® pattcrn both scll high-priccd automobilcs suggests that their
market segment may be less intercsted in fucl cccnomy, and less scnsitive to
cost, than the market as a whole.

The patterns of MPG change exbibiicd by the “consviained,”
"unconstrained,” and “discouraged” examplcs, shown io Figurcs 2 204 1 are
typical of others. In them we sce graphica; evidence that the AFES do maticr
to producers, but also that market factors matter as well. The oil price
collapse in 1986 is almost certainly a factor in Mercedes-Benz’ stcep drop in
MPG and is probably a factor in the smallcr declines cxpericaced by other
manufacturers. la the following section, these tendencics are quantificd by
cstimating the paramcters of the manufacturers’ MPG dccision modecl
specified above.

The principal source of data for this analysis is the Natioral Highway
Tralfic Safcty A dministration’s official CAFE estimaltcs (U.S. D.O.T., 1989).
NHTSA compiles data for every manufacturer’s domestic and importcd flcet,
acd for Light trucks as well as cars. Only the passcager car data were used in
this study. Only manufacturers with a full twe're yzars of CAFE numbers
were included. 1n addition, Ford's importcd car finc was dropped because of
the lack of stability in product offerings. Until 1985 Ford imports sold only
the Ford Fiesta. This changed drastizally in 1985 whcn tie Ficsta was
dropped, and drastically again in 1988 when the Ford Festiva was introduced.
Low-volume, high-performance, high-priccd luxury cars werc also excluded.
This catcgory included Alfa-Romco, Jaguar, and Rolls-Rovee (similar
manufacturers, such as Ferrari and Lamborghini, did not have a full twelve
years of data). The filtecn manufacturers included were: BMW, Chrysler
domecstic, Chrysler import, Ford domcstic, GM domecstic, Honda, Mazda,
Mcrecdes-Benz, Nissan, Pcugcot, Saab, Subaru, Toyota, Volvo, and
Volkswagen,

Fuel price data for 1973-1989 wer= obtaincd from the Monthly Encrgy
Review and Anaual Encrgy Review (U S. D.O.E., 1988, 1989). Prior to 1978
tke avcrage price of regular Icaded gasolinc was uscd becausc the scrics for
the average price of all grades begins in 1978 and bezausc the price serics for
ualcaded regular does not begin uatil 1976. in 1978 and subscquent ycars the
avcrage of all grades was substituted. Whilec most new cars are designed for
unlcadcd regular, many owncrs buy prcmium, and a significant number
misfuel with leaded gasolinc. 1n any casc, all of the DOE gasoline price serigs
are highly corrclated. Prices were inflated to 1988 dollars using the implicit
price deflator of the Gross National Product.

CAEE O PRI 1?1

THE IMPORTANCE OF MPG STANDARDS:  ESTIMATION ARD
INFERENCE

In :his scclionl the paramcters of the manufacturer's clliciency
cquation arc cstimated jand scveral bypotheses sbout the structie of the
cquation and its stabilify over time arc tested. First, cquation (K) iy
cstimated to determine the relative importance of fucl prices and fucl
cconomy regulatiors and to infer the nature of manufacturers’ responses to
gasoling pricc incrcascs. Next the stability of the price cffeat duing peiiods
of falling versus rising prices is tested. The stability of the efteet of the fucl
cconomy constraiat over time is also subjected to a statistical test. Next a
modcl is tested that implics that, given the AFES, fucl priccs may have becn
irrclevant to the product planning of constraincd manufactuscrs., Fitly,
inferences about the price clasticity of MPG arc presented for-unconstsained
carmakers, and for the short-run cffect on constraincd manufacturers.

The paramcters of the manvufacturers’ clficicncy decision maodi!

(cquation 8) were estimated using the lcast squarcs dummy variable (ESDHV)
mcthod on the time scrics of cross-sectional manufacturer datia. A duinmy
variable was included for cach of the fiftcen manufacturers. Ordinary least
squarcs was the eslimation tcchnique zad manufacturer data were not
weightcd by sales volume. Thus, Mcrcedes-Benz gCts just as much weight s
Gencral Motors iz the determination of madel paramcters, ‘Tle LINMDLEY
(TM) cconomztric sofiware package performed the caleulations (Greene,
198¢). r \
Results Jor the basic PDL modcl indicate that, for constiained
manufacturers, the weight given the AFES is roughly twice that given the
market-detcrmined level of MPG (Table 1). The cocfficient of Ey is 0.72,
which implics that the market MPG weight is 0.28. In a previous study,
Santini and Vyas (1988) rcgressed the change in average MPG Vur olf new cars
against the change in CAFE, a trend variable, and two price variables, and
obtaincd a cocfficient for the change in CAFE of 0.354. Given the differences
in model formulation and data, the two resulls arc not inconsistent. Must of
the constructed price variables arc statistically significant at the 0105 level. An
F test for all of the price variablcs proved that their combined cffect is canily
significant at thc 0.01 level. The overall fit of the model to the dita is
rcasonably good: the adjustcd R? was 0.79.

Pattern of Response to Price Changes

The pattern of lagged price response can be camputed from the
cocllicicnts of the constructed pricc variables in Table 1. Lagycd prive
cocfficicnts for the unconstraincd manulacturers can be compuied dircaly
from the cocfficicats of 79 7y, and 2, in Table 1, by using cquation (5). ‘1 houe
for the constrained manufacturers are computed from the cocllicicnts
Zet79d,, 2;+2,d,, and 7 t7pd,, respectively, and dividing cach by (1-0.7.)).
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Table ;. PDL Madei Estimates

Varisble Cocflicient Std. Brror t-ratio Signf.Level
Dummy variablcs
BMW 520 272 191 0.055
Chrysler D 6 272 233 0.620
Chiryster | 26.94 243 11.08 0.000
Ford D 4.97 272 183 0.066
GM D 486 2n 1.9 0.072
Honda 2643 243 1087 0.000
Mazda 2328 24 9.57 0.000
Mere-Benz 39 in 1.43 0.149
Nissan 2398 243 9.86 0.020
Peugeot 6.11 272 24 0.025
Sasb 5N 2n 2.10 0.035
Subarw 4.95 243 10.26 0.00
To ota 24.60 243 10.12 0.000
Volvo 532 272 1.95 0.050
Volkswagea 4.17 243 9.94 0.000
29 0.925 ons -1.29 0.195
1 1.910 0.864 221 0.027
> 0341 0.178 -1 91 0.054
299 3595 1.052 342 0.001
10, -4.035 1.239 -3.26 o- "
9. 0.660 0.249 265 [TX1-47)
AFLS, Bpd 0.719 0.085 843 0.000
Adjusied R* = (0.785 Std. Err. of Regression = 1.94
Mcan of Dependent Variable = 27.83 Sid. Brr. Dep. Var. = 4.19

The division by (1-0.72) removes the assumed penalty function weight of (1-B)
on the market MPG cquation. In accordance with equation (8), this is
nccessary to obtain the price responsiveness in the abscnce of the AFES
regulations. In the penalty function, the market-determined fuel economy
lcvel reccives a weight of (1-0.72) =0.28, so that its poicntial cffcct on new car
cfficicncy is muted. Results presented below, however, indicate that rescaling
(increasing) the constrained-carmaker price coefficicnts is not catircly
appropriate.

Initially, onc might cxpect the market cfficiency equatioes for constrained
and unconstrained manwfacturers to be csscatially the same. In fact, the
estimated coefficicats imply very diffcrent responses by constrained and
unconstrained manufacturers to changes in the price of gasolinc. According
to the lagged price cocfficicnis (Figurc 4), the ncw car MPG of unconstraincd
manufacturers is determined by fucl prices of two to four ycar; ago. This is
consistent with what we know about necessary” leadtimes for prodyct
devclopment (c.g, Ford, 1984). ka sharp contrast, the responsc of
manufaciurcrs constrained by the AFES is ncarly all in the current year.

&
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Figure 4. Lag Structure {f Response to Fuel Price
(by Manufactuter Relation to CAFE Constraint)

For the constraincd manufacturers, product planning has been dominaged
by the requircment to mect the AFES goals. Thus, the potential impiict ol
past fucl prices on research and design has been overwhelined by planning to
mcet the fucl cconomy goals required by law. For the unconstrained
manufacturers this is not the casc, and their product planning has been guided
by their expectations of the level of fucl ceonciny the market wouid 1equire
two to four ycars hence.? If the above argument is correct, it.implics thit
B=1 and the lcvel of MPC preferred by the raarket have not been factons in
the long-run product plarning of AFES-constrained car manufacturcrs. Fhis

2. In fact, to some degree the fucl cconomy standards appear 1o have heen 3 contr et i
the “unconsirained” manufacturers as well. Listimations of the PDL mixiel, as nell as 8 <onpbec
form discuséed below, including a fuel cconomy standard variable for wnoonstrained
manufacturers, pioduced statistically significant coclficicnts for that veiable which were one
third 10 onc-i:21[ the size of the CAFT constraint coclficicnts for *constiained” manulacivice.
Other coclficicnts are plfected sery ittle by the inclusion of the CAFT: constrait vasialue £
*unconsiraincd® manuficturers. Results are available from the author. Although the f-0¢0l
fuel cconomy standabds appear 1o hmve had some infiuence even on “uncupstiinsd”
manufacturers, the stnft unconstrained definition is maintained in this paper. Srictly speabaep,
“unconstrained®  is more properly interpreied as "mostly unconstramtd® or “much lose
constrained.” The author is grateful to Jim Sweeney for suggesting the innest.gabmn of this
[N
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hypothesis is tested beiow and is not rejected. This, however, docs aot cxplain
the lack of significance of current-year prices (o unconstraincd manufasturers.

Responsiveness to current year prices cannot come about by changing the
cagincering, design, or technology of product offerings. li is too late for such
actions. It must be duc to changes in the salcs disiritution, given the makes
and modcls available. Thus, it must represent a consumcr response, morc
than a manufacturer decision. In cffect, it is outside of the manufacturcr
decision-making model presented above. Whean fucl prices rise, car buyers
look for more efficicct makes and models, raising the iull-linc manufacturers’
avcrage fuel cconomy. The constrained manufacturers’ salcs distributions arc

affccted because they iend to sell a wide range of cars with differing

efficicncics. The unconstrained carmakers, on the other hand, tend to scll a
more limited linc of efficicnt cars. Though thcy may gain market sharc when
the current price of fucl jumgs, it apparcally has litle cifcct oo their salcs
distribution or average MPG.

The patterus of price responsc illustrated ia Figure 4, and the above line
of rcasoning, suggest that a simpler formulation of the price variables may be
adcqualc: for constraincd carmakers include only the current year fucl pricc
(P) and for uncoastrained carmakers use the simplc average of prices two,
three, and four years ago (P2-4). Results for this simpler formulation are
showa in Table 2. This formulatios, which fits the data ncarly as well as the
complete PDL modcl, is more convenicat for testing certain hypothcses about
price effects.

Table 2. Estimated CoefTicients of Simplified Model (Dummy variables
omitted from table for brevity)

Variable Cocfilicient Std. Error t-ratio Signf. Level
P 0.667 0.669 -1.00 0.322
PB 4.049 1.065 380 0.000
P24 4.790 1.088 440 0.000
M. 6324 1618 =391 0.000
AILS 0.728 0.086 8.49 0.000

Adj. R' = 0.783 Sid. Erv. of Regression = 195

Test of Linear Restrictions, P = O, P24-724B @
F (2, 160) = 1318, Sign!. Level = 0.270

PD 2851 0nz 398 0.000
P24 4527 1.056 429 0.000
P24d 4527 1.056 429 0.000
AFES 0670 0.07 9.18 0.000

Adj.R' = 0782 S Eir. of Regression = 196
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Stability of Price Effecty

Ooc might cxpect rising prices to have a different effect on new car M

than falling priccs for two rcasons, First, if rising prices stimalate
technological change, fucl cconomy will not return 1o its origingd level when
pricc falls back (o its original level. If technology has truly advanced, we
would rcturn to a somewhat higher Ievel of MPG because better technoloyy
mcans we can have morc MPG and more of cverything clse we want in a car
at the same time (there is considerable cmpirical cvideace that fucl cconomy
technclogy has advanced -- sce Greence, 1987; EEA, Inc, 1986; US. DOT,
NHTSA, 1982). Thus the price cocfficicnt for periods of rising prices would
be greater than that for falling priccs. Sccond, manufacturers can inbluence
the salesmix in the short run by offcring incentives or changing the prices of
makes and modcls, ¢.g. as Kwoka (1983) has argucd. But they- would g
likely try to shift salcs only when prices were falling, 10 counteract the
downward pressurc on MPG 5o as (o still mect the AFES targets. Vhe cffect
of this would be 1o dampen the market response when prices are falling,
Once again the cocffieicnt for rising prices should he greater than tha Lo
falling prices.
) Figure 1 suggests that the. 1973 io 1989 period can be roughly divided
inlo two parts: & period of gencrally increasing priccs from 1973 (o 1981, and
a period of gencrally decrcasing prices from 1982 (o 1989, If we allow for i
two-year lag for expectations to change, we have a period of rising prices fiom
1973-82, and falling prices aftcrwards. A tcst of price respansiveness for these
two periods does indicate different modes of response. The current-year price
response for doestic manufacturers appears to be about twice as large dus ing,
the period of rising prices (25 vs. 1.2, Table 3). For unconstrained
manulfacturcrs the price cocfficicats arc much closer in value (3.4 vs. 4.1) b
tkere is a statistically significant increase in price sensitivity for the post 1082
pcriod.  Recall that these are predominantly Japancse manufacturers of
cilicicat automobiles. It appears that they may have reduced their MG n
response to falling prices in the 1980s more than they increased it in respon- ¢
to rising priccs of the 1970s. If the intent of the EPCA was (o bring about
roughly cqual improvements by all manufacturcrs, this is a disturbing resuht,
It suggests that "market slackness® created when the AFES kept constrained
carmakers from fully following markct trends was taken up by the
unconstraincd carmakers, who took the opportunily 1o scll a mix of less
cfficicnt cars than they otficrwisc would have.  This evidence  lends
somcesupport to Klicit's (1947) assertion that fuc) cconomy regulations, create
ccoaomics of scopz that gncouragc all manufacturcrs to become full-line
manufacturcrs. i
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Table 3. Test of Equality of Price Coefficicnts, 1978-19%2, and 1983-1959
(Dummy variables omitted from table)

Varisvle Cocfficient Std. Bevor t-ratio Signl. Level

PB 2506 0.729 34 0.001
PBS3 -1281 0.70t -1.83 0.066
P24 3 1.148 295 0.004
2483 0.701 0304 230 0.02t
AFES 0as?7 0.125 686 0.000

Adj. R* = 90 Std. Err. of Regression = 1.92

Stability of the AFES Constraint Effect
It has been suggested that,

“The CAFE standards appear to have providcd little but suisance valuc
ualil recently. As gasoline prices have fallen in real terms, the standards
bave become a binding constraint upon preducers attempting to saisly
the demand for larger cars.” (Crandall, et al., 1986, p. 139)

A look at Figure 1 shows that real gasoline prices stabilized in 1981 and began
falling in 1982. If it is truc that consumers base their price expectations on
what has occurred in the past year and a half, by 1983 they should have
decided that prices were headed downward. A Chow test was performed to
cvaluate the hypothesis that the effect of the CAFE standards in 1982 and
before differed from their effcet in 1983 and afterwards. The more flexible
PDL model was re-cstimated with scnarate AFES cocfficicnts for the two time
periods.  As before, the AFES applies only to constraincd manufacturers.

Not only can we not reject the hypothesis of cqual effects bzfore and
after 1983, but the independeantly estimated coefficients are ncarly exactly the
same: 0.77 for pre-1983, and 0.75 for 1983 and after (Tabic 4). The F <tatistic
for the null hypothesis that the two cocfficicnts arc identical is F = 0.124 with
(1, 157) degrees of freedom, which bas a significance level of 0.72. There is
no evidcace here to suppost the assertion that the automotive fucl economy
standards were not binding on manufacturers prior to 1983. On tke contrary,
it appears that their cffect has been strong and <onsistent throughout the
cntire pecriod.
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Table 4. Test of Equality of AFES CoefTicients, 1978-1982 and 19X3-1959
(Dummy variubles omitted from table)

Variable I Cocfficient $td. Breor st Sienl. Level
Iy ' 0925 0.717 -1 29 0 1%
2 1910 0.866 2.208 0o27
3 0341 0.17 -19) (TR
rod_ 33 1.20 2587 G
2yd, -3846 1.354 -2.64 Vs
20 0.635 0.2¢0 24 oms
AFES<8) 0.770 0.168 457 (g
AFES>82 0.749 0.122 6.13 O4x1)

Adj. R' = 784 Std. Err. of Regression = 1.95

Test of Equality of AFES CoefTicients
F(1,157) = 0.124 Significancc Level = 0.724

Iy 0.928 0.717 -1.29 0.1'%
2y 1910 0.866 2.208 627
7y 0.341 0.178 -t 0uss
1940, 3595 1.055 341 Q.o
do, -4.035 1282 -3.25 Qi
299 0.660 Y0250 2.03 0.0
AFES<83 0.719 0.086 810 0 tex)
AFES<83 0.719 0.086 8.40 U NNy

Adj. R' = 0.785  Sid. Err. of Regression = L4

Dominance cf the AFES over Fuel Prices

If the MPG of CAFE-constraincd carmakers respoids only (o curient
year fucl priccs, then the enefficicats of their PDL price variables shonld b
zcro and the cocfficicnt of the fucl cconomy standard variabile, Py hondd
cqual 1. Wc now test this hypothesis, taking into account the Liferen
response of constraincd carmakers to prices during the 1978-82 and 198350
periods. In the results preseated in Table § the 7-variables e detined a4 in
cquation (5) fcr unconstraincd carmakcrs, and arc 7cro othenvise, i he 7
variables represcat the PDL price variables for the constrained manubat i cre.
Prior to imposing the pricz and standard constraints, none of the price
variables for constraincd manuiacturcrs is statistically significant.  Jointly
imposing the four constraints results in F(4, 156) = 9.333, whi.h haw .
signilicance lzvel of 0.70, so that we do not gejest the hypothesis that 8 1.
The implication is that the long-rangc fucl cconomy planning of constiame}
manufacturcrs may have been entircly dominated by the CALE standards.
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§
Table 5. Test of lrvelevance of Gasoline Price to Coustrained Manoufucturer
MPG (Dummy variables omlited from table)

Varisble Coeflicicat Sid. Error t-ratio Signf. Level
zg 0928 0.718 -1.29 0.196
7 1910 0867 220 0027
2 0.341 0179 -181 0.055
g4 4.908 5.151 092 0.364
76 -3.649 4026 091 037

Oy 0553 0.628 088 0334
;78 ’ <3218 6372 050 0.620
PBR3 £215 1335 20.16 0847
AFES, Bpa 0.718 0.199 3.60 0.000

Adj. R = (0.784 Sud. Erv. of Regression = 1.95
Test of Linear Restrictions 7g0m = 24, " 2y = 0, AFES = 10
F (4, 156) = 0553 Significarce Level = 0.700

zq 0928 G718 -1.29 0.196
2, 1910 0867 220 0027
zz. -0.341 0.1 -1.91 0.055
z.d 0.0
(]

z ld- 0.0

d 0.0
e 2575 0738 349 0.001
PBR3 -1938 0.409 4.74 0.000
AFES, Epd_ 10

Adj. B = 0.786  Sic. Uer. of Regression = 154

Estmates of Price Elasticity of MPG

Overall price clasticitics can be computed cither from the nct effect of
the lagged price responses shown ir Figurs 4, or from the cocfficients of
current and average prices 2-4 years ago in the simplificd modcl. Note that
the clasticities computed for constrained manufacturers assume the cxistence
of fuel economy standards. Onc could try to infcr clasticitics that onc would
obtain in the abscnce of regulation by dividing by (i-B), but givcn the effect
that regulatioa appears to have on tiac nature of the price respoasc, this would
give misleading results. The average price of gasoline for the 1978-89 pcriod
was $1.36 per gallon and the average CAFE of all the macufacturcrs was 27.83
MPG. Using these valucs to compute clasticitics of MPG with respect to a
stcp increase in gasoline price gives, T i
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(6.21'0.28)0(lr36/27.83) = 0.08 constiaiacd, DL nusdiel
2.51+(1136/27.83} = (.12 constrained, 197K ¢
(2.51-1.28)« (£36/27.83) = 0.06 constrained, 1l 4
4.37+(1.36/27.83) = 0.21 unconstrained, P, mod,|
339-(1.36/27.83) = 0.17 uncosstrained, 19,48 8
4.09+(1.36/27.83) = 0.20 unconstraincd, 1943 340

The price elasticity of MPG with respect to fuel price for
unconstraincd manufacturcrs is quitc small. Af a long-run clastivity of 023,
fucl prices would have to increasc from $1.36 to $2.15 per gallon o being
about a 10% increasc in MPG. The impact of current fucl prices un
constrained manufacturers is larger during the 1978-82 pericd of geaceally
rising prices than during the 1983-89 period when prices were falling, | hic s
consistent with the idca that manufactusers may take actions to resiel
downward pressurc on their CAFE when fucl prices are Galling in ordeq to
avoid violatiag the AFES.

Unfortunatcly, the above estimates cannot he interpreted as the
long-run and short-run gasoline price clasticitics of MPPG for the entine
market. The twp market scgments (constraincd and unconstrained) are quite
diffcrent and agpcar to respond diffcreatly to price changes. We were no
able to estimaic a markct MPG equation as a function of past fucl piices fon
constrained manufacturers, apparcotly becausc the AFES consiraiit was
binding. Thcir inhcrent responsivencss ia the absence of fucl ceoromy
regulation might bave been greater or less than that of the unconstrai-d
manufacturcrs. In addition, the modcl is designed to represcat the fucl
cconomy of individual manufacturcrs, and thus docs not addiess the Huustion
of markct MPG improvement via shifts in salcs from s o more clhcient
manufacturers, and vice versa. Such sales shifts arc an important componcnl
of the short-run gasoline price clasticity of MPG.

CONCLUSIONS

The automotive fucl cconomy standards (AFESN) specificd by the
Encrgy Policy and Conscrvation Act of 1975 and rulemakings of the
Dcpartment of Transportation, appear to have had a powerful cllcdG on the
product planning dccisions of the manufacturcrs constrained by thcm. 1hy
includcs all the “big three” domestic manufacturers and several Lwrojpean
carmakers as well. The statistical analysis described here indicates that the
standards were at Icast twice as important as market trends in fucl prices, and
may have compicicly replaced fucl price trends as a basis for long-ranpe
planning about MPG. Of course, corrclation is not causakity. The possilility
remains that the standards were such an accurate prediction of the futue
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EMSRGY PRICES IN OWN CURRENCY INCLUDING TAX

AUTOMOTIVE FUELS 1990 1991 1992
RETAIL UNMS | 1588 | 1989 18 Q 2nd Q 3rd Q 4th Q 1% Q 2nd Q 3rd Q 4th Q 18t Q
Leaded Premium
Czechosiovalda  Cllitre 8 8 12.4 - 135 18 18
Lithuania RAltre 4
Romarnia Ulitre

Unleaded Premium

Czechoslovakia Clitre 9 12.4 - 135 18 18
Lithuania RAttre

Romania Uitre

Leaded Reaular
Czechoslovalia  CAitre

Lithuania RAitre 3.5
Romania itre 15 45

Unleaded Reqular

Czechosiovakia CAltre

Lithuania Riitre

Romania Uire

Diesal

Czechoslovakia Cflitre 55 8.5 9.8 - 9 .18 15

Lithuania Riitre 3
Romania ULitre

LPG for Vehicles
Czechoslovakia C/GJ

Lithuania R/GJ 1.85
Romania (W[N]
AUTOMOTIVE FUELS 1990 1991 1992
WHOLESALE UNTS | <988 | 989 18t Q 2nd Q 3rd Q 4th Q 1t Q 2nd Q 3rd Q 4th Q 18t Q
Leaded Premium
Czechosinvakia Cftonne 3550 2474 2478 2476 2478 2478
Lthuania RAonne 2837.5
Romania Lonne
Unleaded Premium
Czechoslovakia Cftonns 3550 2474 2476 2476 2476 2476
Lithuania Ronne
Romania Lonne
Leaded Regular
Czechoslovakia Cftonne 3550 2474 2476 2478 2476 2476
Littuania Rionne 1857
Romania Lonns
Unleaded Regular
Czechoslovakia Chorne 3550 2474 2476 24768 2476 2476
Lithuania Ranno .
Romania Lronne
Diesel
Czechoslovukia CAonne 2834 2080 2080 2080 2080 2080
Lithuania Rhonru 1800
Romania Lonne

LPQ for Vahicles

Czechosiovakia C/GJ

Lithuania Rhonne 1785
ARomania (WleX)



FUEL OIL 1990 1991 d
RETAIL/RESIDENTIAL [ 1988 | 1989 i Q 2nd Q rd Q 4th Q 1st Q 2nd Q Jrd Q 4th Q 15t Q
Light Fuel Oil UNITS
Crechoslovakia Cllitre 820 820 820 820 820 820
Lithuan a Rronne 1877
Rcmania Ltonne 1875
WHOLESALE/INDUSTRY
Light Fuet Oil
Czechoslovakia Ciiitre 24.54 24.75 35.69 - 313 59.34 54,58
Lithuania Rronne 1785
Romania Litre
Heavy Fuel Oil
Czechosiovakia Chronne 2290 1700 27118 - 2760 4710 4272
Lithuania Pftonre 1171.5
Romariia Lonne 1875 1500
PROPANE/BUTANE/KEROSINE 1990 1891 1992
RETAIL UNITS | 1988 | 1989 18t & 2nd Q 3rd Q 4th Q 15tQ | 2ndQ 3rd Q 4th Q 18t Q
Propane Butane Mix
Czechoslovakix C/GJ
Lithuania R/GJ 31,28
Romania LGy
LPG
Czechoslovakia Cftonne 4203 4249
Lithuania Ronne
Romania Ltonne
Kerosine
Czechoslovakia Cllitre 5 5 8
Lithuania Riitre
Romania Witre
WHOLESALE
Propane Butane Mix
Czechoslovakia Cftonne
Uthuaria Rironne 1775
Romania Ltonne
LPG .
Czechosiovakia Cflonne 4981 3168
Lithuania Rhtonne
Romania Ltonne
Kerosine
Czechoslovakia Cltonne 3325 2160 2160
Lithuania Rionne
Romania Ltonne
CRUDE OIL 1990 1991 1992
WHOLESALE UNITS | 1388 | 1989 18t Q 2nd Q 3rd Q 4th Q 15t Q 2nd Q 3rd Q 4th Q 1stQ
Czechoslovakia Cfonne ‘2250 1550 1550 1550 1550 5280
Lithuania Rtonne 70
Romania Ltonne 8000 25478
1990 1991 1932
TURAL GAS UNITS | 1988 | 1989 13t Q 2nd Q 3rd Q 4th Q 1st Q 2nd Q 3rd Q 4th Q 15t Q
INDUSTRIAL USE
Czechosiovakia C/10~7 kcal 2414 1746 177 . 1530 2520 3350
Lithuania RRm~3 42
Romania Ltonne 1000 2800 6000
ELECTRIC GENERATION
Czechoslovakia C/10°7 kca| 2414 1746 2355 - 2027 3338 4439
Lithuania Rmm~3 42
Romania Lonne 1000 2600 6000
RESIDENTIAL USE
Czechoslovakia C/10~7 keal 1080 1058 1058 - 1058 1058 1058
Lithuania Rtm~3 3.02
Romania Ltonne

S
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blank data not aviable
- assumad same price as pervious period

1960 1691 | 1902 |
COAL UNITS [ 1088 | 1989 161 Q 2nd Q 3d Q 4th Q 1t Q 2nd Q 3dQ | 4hQ 1tQ |
INDUSTRIAL USE
Steam Coal
Czschoslovakia Chonne 122 108 235 . 218 3t an 471 .
Lithuanla Rhonne )
Romania Ltonne 179 350 810
Coking Coal
Czechosivekia  Cltonne 705 917 044 . 917 1320 1487 1681.1
Lithuania Rftonne
Romania Lonne
Coke
Czechoslovakia Chonne 985.32 131491 1340.81 1348.81 1348.81 134981 1834.2
Lithuanla Rronne
Romanla Ltonne
ELECTRIC GENERATION
Steam Coal
Czeschoslovakia CAonne 102 100 134 . 120 179 173
Uthuania Rhtonne
Romania tonne 350 810
RESIDENTIAL USE
Stsam Coa)
Czechosiovakia Chonne 180 180 180 . 180 180 180
Lithuania Aronne
Romania LAonne
1900 1601 | 1992
ELECTRICITY UNTS | 19088 1089 1 Q 2nd Q 3rd Q 4th Q 18t Q 2nd Q 3dQ | 4hQ 19t Q
LIGHT INDUSTRIAL®*
Consumption Charge
Czechoslovakia  C/kwh 0.488 0.477 0.525 . 0.490 0.307 0597
Lithuanla Rfxwh 0.30
Romania Ukwh 22 127
Demand Charge#
Czechoslovakia C/XKW
Uthuania R/KW 750
Romania LXW 2407
HEAVY INDUSTRIAL
Consumption Charge
Czschoslovakia  C/kwh
Uthuania R/cwh 0.3
Fomania Lkwh 0.57 08 8.7
Demand Charge#
Czechoslovaikda C/XW
Uthuar.ia R/KW 750
Romania LXW 708 8384
RESIDENTIAL
Czachoslovaida  C/kwh 0.508 0.508 0.487 . 0.467 0.407 0.467
Uthuanla Rfxwh 0.33
Romania Lkwh 0.63 0.63
*** for industries < 1KV (Romani) or <750KVa Lthuanla
# demand changes are pald annually
1900 1901 1002
HEAT UNTS | 1083 | 1089 18t Q 2nd Q 2d Q 4th Q 18Q | 2ndQ 3d Q 4th Q 19t Q
INDUSTRIAL
Consumption Charge
Crechoslovakla C/GJ 57 57 58 58 58 58.2 102.08
Uthuania ARGy 85.87
Romania vaJ 482 1100
RESIDENTIAL
Coechoslovakia C/GJ 2 2 x2 2 2 x2
Uthuania ARGy 11.48
Romania vaJ ]
[}EY



EASTERN AND CENTRAL EUROPEAN ENERGY PRICING

EXCHANGE RATES™
1990 1991 ] 1992
NATION Units | 1988 | 1m89 st Q 2nd Q 3nl Q 4th Q ist Q 2nd Q JdQ ! 4thQ 1st Q
Czechorlovakia Crowna/US$ 9.4 10 238 236 236 23.6 273 302 30.9 20.77 217
Lithuaniz® Roubles/US$ 0.629 0.629 16 1.6 16 16 16 1.79 1.8 1.8 120
Romania Lei/Us$ 1437 14.44 kYR 7 3471 3471 un 36.97 60.35 61.38 183 183
*1988-199: officiel exchange rates for the USSR
*The exchenge iates are accurste through 4th quarter 1990, afterwhich multiple devaluations could occur per quarter.
This is epeciaily a problem in Uthuania and Romania late in 1991 and early in 1992.
ENERGY PRICES IN DOLLARS ($US) INCLUDING TAX
AUTGMOTIVE FUELS 1990 1991 1992
RETALL UNTS [ 1988 | “r98g st Q 2nd Ind Q 4th Q tst Q 2nd Q ird Q 4thq [ 1t Q
Leaded Premium
Czechoslowlda $/litre 0.85 0.80 0.53 0.57 0.76 0.66
Lithuania $/litre 0.03
'omanis $/litre
Unleaded Premium
Czechoslovalae $/liLre 0.90 0.53 0.57 0.76 0.66
Lithuania $/litre
Romania $/litre
Leaded
Czechoslovalca $/litre
Lithuan‘a $/litre 0.03
Romania $/litre 0.41 0.25
Unleaded
Czechoslovalda $/litre
Lithuania $/litre
Romania $/litre
Diesel
Czechonlovakia $/litre 0.59 0.65 0.42 0.38 0.64 0.55
Lithuania $/litre 0.03
Romanla £/litre
LPG for Vehicles
Czechoslowmica 8/
Lithuania $/cl 0.02
Romania $/cJ
AUTONOTIVE FUELS 1990 1991 1992
WHOLESALE UNTs [ 1988 [ 1989 1t § 2nd Q and § 4th ¢ ist Q 2nd Ird Q 4th Q Ist Q
Lesrded Premium
Czechoslovakia $/tonne 37766 24740 10492 10492 104.92 104.92
Lithuania $/tonne 21.98
Rowsania $/tonne
Unleadad Premium
Crechoslovalda $/tonne 37766 24740 10492 10492 10492  104.92
Lithuania $/tonn=
Romenia $/tonne
Leaded
Czechoalovalia $/tonne 37768 24740 10492 10492 104.92 104.92
Lithuania $/tonne 15.48
Romania $/loane
Unleaded
Czechosiovakia $/toone 37766 24740 10492  104.92 104.92 104.92
Lithuania $/tonne
Romania $/tonne
Diesel
Czechoslovakia $/toane 30149  208.00 86.14 88.14 88.14 86.14
Lithuania $/tonne 15.00
Romania $/tonne
LPG for Vehicles
Czechosdovakia $/cJ
Lithuania $/tonne 14.88
Romania /61



FUEL oL

RETAIL/RESIDENTIAL
Light Puzt 0 UNITS
Czechoaltyvakia $/litre
Lithuanis $/tcane
Romanis $/litre
WHOLESALE/DDUSTRY
Light Fuel 0il
Cezechoglovaida $/litre
Lithusnia $/tonne
Rowania $/litre
Heavy Fuel 0l
Czachoslovalda §/toone
Lithuania $/toare
Rcmania $/tonne
LIQUID GAS
RETAIL UNITS
Butane Mix
Crechoslovakia $/c
Lithuania $/GJ
Romania $/G
LPG
Czechalovakda $/lonne
Lithuania $/tonne
Romania $/lonne
Kerosine
Czechoslovalia $/litre
Lithuania $/Lonne
Romania $/litre
WHOLESALE
Propane Butane Mix
Czechoslovakia $/tonne
Lithuania $/tonne
Romania $/\wnne
G
Czechoalovalda $/tonne
Lithuania $/tonne
Rowmania $/tonpe
Kerosine
Czechoslovalda $/tonne
Lithuania $/tonne
Romania $/tonne
CRUDE OIL
WHOLESALE UNITS
Czechoslovakia $/tonne
Lithuania $/tonne
Romania $/Lonne
NATURAL GAS UNITS
INDUSTRIAL USE
Czechoslovakia $/10~7 keal
Lithuania $/ m3
Romanis $/lonne
ELECTRIC GENERATION
Czechoslovakin $/10~7 keal
Lithuania $/ m3
Romania $/lonne
RESIDENTIAL USE
Czechoslovakia $/10~7 keal
Lithuania $/ m~3
Rowmania $/tonne

1990 1991 1992
[ 1988 | 1989 15 Q 2od Q ird § 4th 0 ist Q 2nd g ind Q 4th Q Ist §
87.23 82.C0 475 475 .75 KT ]
X 15.64
54.02
261 248 Lys 1.33 251 2,00
1488
243.62 17.00 11517 11695 19958 15848
9.78
129.85 4057
1990 1991 1992
L1968 ; 1989 | 1sq | 2ndqQ Ird Q 4thQ ist Q 2nd Q id g ith @ Ist g
0.26
44713 42490
0.53 0.50 025
14.79
529.89  316.60
35372 21600 9153
1890 1991 1992
L 1988 | 1989 1st Q 2nd Q 3rd Q 4th g 1st Q 2nd 9 dnd § ithQ 1st g
23936 15500 6560 65.88 6568  223.73
7.00
216.39 13921
1580 1991 1992
L 1988 | 1989 1t Q 2nd @ ird g 4th Q 1st Q 20d Q Id Q 4th Q 1st Q
256.81 174,60 64.83 10678 12271
23.43
6925 60.687 3279
25681 17480 9979 a5.89 14144 162,60
2133
69.25 80.67 3279
11489 10580  44.83 4483 44.83 38.75
0.03




(DAL UNTTS
INDUSTRIAL USE
Steam Coal
Czechondovalia $/tonne
Lithuania $/tonne
Romania $/tonne
Coking Coal
Czechnslovakia $/tonne
Lithuania $/toane
Romania $/tonne
Coal
Czechaslovalda $/tonne
Lithuania $/tonne
Romania $/loane
ELECTRIC GENERATION
Seam Coal
Czechoslovakia $/tonne
Lithuania $/tlonne
Romania $/lonne
RESIDENTIAL USE
Steam Coal
Czechoslovalkia $/tonne
Lithuania $/tonne
Romania $/lonne
ELECTRICTTY UNTTS
LIGHT INGUSTRIAL*
Consumplion Charge
Crechosinvakia $/kwh
Lithuania $/kwh
Romania $/kwh
Demand
Czechoslovakin $/xXw
Lithuania $/xw
Romania $/xw
HEAVY INDUSTRIAL
Consumption Charge
Czechoslovakia $/icwh
Lithuanin $/kwh
Romania $/kwh
Demand Chargef
Czechoglovalda $/xw
Lithuania $/xw
Romania $/xw
RESIDENTIAL
Czechoglovalia $/kwh
Lithuania $/ vt
Romania $/ vt

** for industries < 1KV {Romania) or < 750KVa (Litbuania)
# the demand charge i3 levied annually

HEAT
INDUSTRIAL
Consumplion Cuarge
Czechoslovakia
Lithuania
Romania

RESIDENTIAL
Ceex hoslovakia
Lithuania
Romania

UNITS

$/a
$/c1
8/

$/a
$/c
$/cl

Note. these tables are a prototype

1990 1991 1992
[__i988 [ 1989 1t Q 20d 9 3rd Q 4th g 1t Q 2nd Q ard g 4thQ 1st Q
19.36 1950 9.08 9.1 13.18 11.39 15.60
1240 947 443
75.00 91.70 4.00 30.86 55.93 53.74 55.00
102.69 131.49 57.20 5720 5720 57.20 7085
10.05 11.60 14.26 12 19.04 19.04
3723 46.17
19.15 19.15 19.15 19.15 19.15 19.15
1990 1991 1992
L1988 | 1989 18t Q 2nd § ard @ 4th Q Ist Q 20d Q Ird g Ath Q Ist §
0.05 0.05 0:06 0.05 0.06 0.06
023 1.35
79.79
256.08
0.03
0.06 0.09 061
79.79
75.32 879.15
0.05 0.05 0.05 0.05 0.0 0.05
0.04
0.07 0.07
1990 1991 1992
[__t988 | 1989 1t Q 2nd Q i Q 4th q 15t § 2nd g 3rd g 4th Q 15t Q
6.06 6.06 5.96 5.96 5.96 8.30 10.95
9.11
49.15 117.02
234 234 234 24 234 234
1.22
9.36

q)»j\




LITHUANIAN ENERGY PRICES as of 1-Jan-1992

exchange rate (roubles/US$)= 120
FUEL TYPES PRICES
Electricity Roubles/Kwh $US/kwh
Residential:
day rate 0.35 0.0029
night rate* 0.16 0.0013
Other:
demand charge** 150 1.256
use charge .30 0.0025
Export to:
Byelorussia - 0.36 0.0030
Latvia 0.35 0.0029
haliningrad 0.35 0.0029

*Applied to metered residents between 11pm to 7am.
**In the units Roubles/KW*yr and $US/KW*yr

Thermal Energy Roubles/GJ $US/GJ
Residential:
space & water 11.46 0.10
Enterprises and other consumers:
state firm 85.76 0.71
state energy system
demand charge* 1648.35 13.74
use charge 42,04 0.35
Greenhouses, garages and studios:
state firm 85.76 0.71
state energy system 50.17 0.42

*In the units Roubles per month for 1 GJ/hour.



Oil Products

Retail: Roubles/litre Dollars/litre

Gasoline*

76 octane 3.5 0.03

92 octane 4 0.03

Diesel,40-62 cetane 3 0.03

Roubles/tonne Dollars/tonne

Reactive fuel 1957 16.31

Boiler Fuel w/ ash 1268 10.56

Oil fuel, low #sh 1270 10.58

Stove fuel fo: home 1877 15.64

*gasoline and deisel prices include a road and value added tax.

Wholesale: Roubles/tonne Dollars/tonne
Gasoline
76 octane noneth 1857 15.48
92 octane noneth 3080 25.67
92 octane ethylized 2195 18.29
Diesel
40 cetane high Q 1825 15.21
62 cetane high Q 1825 15.21
40 cetane low Q 1775 14.79
62 cetane low Q 1775 14.79
Reactive fuel 1860 ' 16.50
Boiler Fuel w/ ash 1170.5 9.75
QOil fuel, low ash 11725 9.77
Stove fuel for home 1785 14.88



Liguid Gas
Residential:
with gas stoves
and hot H20.
with gas stoves
but no hot H20
for hot H20

for space heat
for greenhouses

Retail Prices:
propane and butane
0.3kg cap. tank
2.05kg cap. tank

LPG for vehicles

LPG for vehicles

liquid gas from
distrib stations

liquid gas from
distrib stations

Wholesale Prices:
Propane-butane mix
Technical Butane
LPG for Vehicles
Butane
Isobutane
Propane-propilane

Roubles per
resident month

Dollars per
Resident month

8.93 0.074

14.92 0.12

16.82 0.14
Roubles/m ™2 Dollars/m~2

of floor*month of floor*month
3.02 0.025

26.27 0.22

Rouhles/GJ Dollars/GJ

31.34 0.26

31.22 0.26
Roubles/litre Dollars/litre
1.85 0.015

Acunles/GJ Dollars/GJ

75.2 0.63
Roubles/tonne Dollars/tonne
2130 17.75
Roubles/GJ Dollars/GJ
46.81 0.39
Roubles/tonne Dollars/tonne
1775 14.79

1775 14.79

1785 14.88

1795 14.96

2350 19.58

1783 14.85

N



Romanian Electricity Corporation

Electric Tarif(s
(Effective 11/15/91)

2,

Al

Tension Level A. Differentiated B. Differentiated C. Simple D. Simple
Two Tiered Single Level Two Tiered - Single Level
Tariff** Tarff** Tagff** Tariff**
for for L2i/kW  Lei/kWh Lei/kWh
power® encrgy annual
Lei/kW Lei/kW
year Lei/ kWh
Peak Remaining Peak  Remaining Peak Remaining for for
hour hours hour hours hour hours power energy
1. Low tersion 41263 17556 182 5.9 274 9.8 28884 95 127
(0, 1-1 kV year)
2 Medium tension 24780 10140 15.7 5.7 22 82 24060 7.9 105
(1-110 kV year)
3. High tension 14820 6384 155 517 18.0 7.1 20052 6.9 89

(110 kV day)

* Used where equipment exists for measurement of maximum demand, otherwise estimates of peak power used.

**Tariff is determined by existence of functioning meters.



 END USE ENERGY PRICES
~ OECD - EUROPE

geclor Fuel US$/toe US$/mmBtu [Comments
Transpont
Gasoline 1106.6 27.89 Q2 1991 OECD Europe price
Diessl 660.9 16.66 Q2 1991 OECD Europe price
Industrial
Light Fue! Oil 289.9 7.31 Q3 1991 Danish price, similar to OECD Europe Price
Heavy Fus! Oil 150.8 3.80 Q2 1991 OECD Europe price
Electricity 742.1 18.70 1989 OECD Europe price
Natural Gas 151.2 3.81 1988 OECD Europe price
Steam Coal 128.1 323 1989 OECD Europe price
Coking Coal 91.7 2.31 1989 OECD Europe price
Thermal 297.6 7.5 per discussion at RMA mesting
Household
Electricity 1281.7 32.30 1989 OECD Europe price
Thermal 436.48 11 per discussion at RMA meeting
US PRICES
Sector  Fuel US$/toe US$/mmBtu |Comments
Transpont
Gasoline 365.4 9.21 Q2 1991 price
Diessl 335.8 8.46 Q2 1991 price
Industriel
Light Fuel Qil 186.6 4,70 Q2 1991 price
Heavy Fusl Oil 78.8 1.99 Q2 1991 price
Electricity 552.3 13.92 Q2 1991 price
Natural Gas 101.9 2.57 Q2 1991 price
Steam Coal 58.8 1.48 1990 price
Coking Coal 61.6 1.55 Q2 1991 price
Household
Electricity 995.8 25.10 Q2 1991 price

Source: IEA, 1991, IEA Statistics, Energy Prices and Taxes;
Second Quarter 1991, OCDE/OCED Paris, pp.283-298.



Conversion Tables

Cunvarting into Bamels-of-0il Equivalent (BOE)

CONVERSION TABLES
Length )
! melsr * 39,3701 inchas
= 328084 feet
Aies
1 ,quate meter = 10.7639 squaie feet
I quare kilomater = 0.386102 square mllo
s 100 hectares
[ bectase, = 10,000 squuze meters
' ® 2.47i0S acres
Yolume
. 1 liter = 0.0353147 cuble foat
® 0.264172 US galloa
« 0.00] cuble meter
® 0.219969 Imperial
gailon
1 US basrel = 35,6146 cubic fcat
= 0.158987 cubit meter
= 42 US gallons
& 34.9726 Impesial
gallons -
Mags
1 kilogram = 320462 pounds
Fshort toa (US) = 2,600 pounds
® 0.50718S tonne
= 0.892357 long ton
I oank (metdc; » 1,000 kllograms *
r ® 2,204.62 pounds
= 0.984207 long ton
® 1,10231 short tons
1 long ton .
(laiperlal) % 2,240 pounds
= 1.12shost tons *
® 1.0160S tonnes

Eacigy and powér

1 International table
(IT) calotle

1 kilocalotle (IT)

1 kllowatt hour

1 mettlc harss»
power

" i klowatt

4.1868 Joules

1.163 watg hours
J412.14 BTUs
895.8435 kllocalorles
{mn

3.6 megajoules
1.34102 hazscpower-
houss

735.499 walts
542.476 foot pounds
force/setond

0.98632 Imperal
boisepower

137.562 foot pounds
force/second
1.35962mslr'c horse-
power

Approximale hest sne:gy coatent of fucls

BTU/Ib Milxg

Crude oll 18,300-19,500 42.645.4
Casoline 20,500 41.7
Kerosens 19,800 46.1
Benzole 18,100 42.1
Ethanol 11,600 2.0
Casoll 19,200 44.7
Fuel oil

(bunkes) 18,300 42.6
Coal
L(;ltuudnous) 10,200-14,600 21.7-:34.0

G .
(natural gas) 22,300 51.9

Encrgy forms are converted Lnto & commoa ualt, BOE, basad on fusloll cqulnknt
o 18,600 Btu/b as follows: .

Elccllklly 600 k\vh
Regular Gasollne 1bb] .
Prepium . 1 bbl
Kerosene - 1 bbi
Diesej Ol 1 bbl
LPG 1 bbi
Aviation Gas L:bbj
Aviation Twbo 1 bbl
Fuel Qil

Pitch 1 bbl

e § bbt
Coal (10,000 B8TU/Ib) I MT
Alcohal 1 bbl
Bagasse IMT
Cooanut Oll 16

1.0000
0.8470
0.8624
0.8798
0.9328
0.6384
0.847s
0.798

1.0058
1.0197
3530
0.5561
1.440
Lo00 |

60

Product specific gravily anges
Specific Barrels
Gravity per tonne
Crude oll 0.800.97 8.06.6
Aviatbn
gasoline 0.700.78 9.1-8.2
Moloe ’
gasollne 0.710.79 9.0-8.1
Ketosene 0.78-0.84 8.2.2.6
Gasoil 0.820.90 18-7.1
Diesel ol 0.820.92 1.86.9
Lubrlcating
ol 0.85-0.95 1.5-6.7
Fuel oll 0.92-0.99 6.96.3
Asphaltic
bliumza 1.00-1.10 6.4-5.8
ABBREVIATIONS
pue = biuske horsepower
BTU = British thermal unit
CIF = cost including Insurance and
freight
cri = consumer price Index
DWT = deadweight tons or tonnage
GNP - gross national product
CWH - glgawatt-hour
Kv - kilovolt
Kw -~ kilowatt -
KWH - kilowatt-hout
MD = thousand bartels
MBCD — thousand bastels per calendy
day
MpSD ~ thousand basiels per stgeam
day
M) = megajoules
MMB = million barrels
MMBOE ~ million batrels-of-ll equivalen
MT - mettle tuns
MVA -~ megavolt ampere
MW ~ megawatl
bbl -~ bare!


http:2,204.62
mailto:1.35962mi@10c
http:1.00-1.10
http:0.92-0.99
http:0.850.95
http:0.82-0.92
http:0.82.0.90
http:0.78-0.84
http:0.71.0.79
http:0.70.0.78
http:0.80.0.97

TABLE B—60.-—~Consuter price indexes, commodities, services, and special groups, 1946-90

[1982-84 = 100]
..Commodities .. Services:’ I . Special indexes
Commodities less food v ol Serv. - All
Yeroe LM W Al i foes s | e &
mon items , o35 || items | items er-
com- .| Fool ¢ cars - | food
i Non- | services | medi- less less 1
modities Al | Durable | ,"ob v | Tl || food | energy | and | @
| ices care ener.
! gy
229 19.8 26.3 29.2 235 141 |.
216 24.1 3.7 A7 211 14.7
296 261| 319 M0 29.2 15.6
28.8 25.0 315 U5 28.7 16.4
. 29.0 25.4 314 M9 28.6 169 :
. 316 282 .338 3751 308 17.8 .
: 32.0 28.7 Ml 38.0 30 18.6 - 25,
. 1.9 28.3 34.2 .7 31.2 19.4 4
. 316 282 338 36.8 314 20.0° .
. 313 218 33.6 36.1 l4 %0.4 .
21.2 316 28.0 339 36.]1 20 0.9 )
28.1 32.6 28.9 349 37.2 329 21.8 17.0 22.8 28.0 2891 289 215
289 3.3 30.2 3537 318 .1 22.6 179 236 - 286 9.7 296 215
29.1 33 29.7 35.8 38.4 335 233 18.7 242 29.2 2991 302 219
29.0 kX 30.0 -36.0 381 41 4.1 195 250 2.7 304 306 224
299 3.8 304 36.1 38.1 343 245 202 254 300 30.7¢ 30| 225
30.2 k!B 30.6 36.3 385 45 2501 209 259 30.3 1| 34f 226
0.6 44 311 36.6 38.6 34.8 25.5 21,5 26.3 30.7 3151 318 226
3.0 348 315 36.9 39.0 35.1 26.0 220 26.8 311 320 323( 225
a5 35.2 322 37.2 38.8 35.6 26.6 2.7 274 3.6 325 327) 229
324 36.1 338 37.7 38.9 36.4 216 239 28.3 323 335 35| 233
334 36.8 k78| 38.6 39.4 37.6 28.8 26.0 29.3 334 344 347 238
8 38.1 353 40.0 40.7 39.} 303 219 30.8 349 3591 363 242
36.7 399 371 41.7| - 422 409 324 30.2 329 36.8 380 384 248
38.8 417 39.2 434 4.1 42,5 35.0 32.3 35.6 39.0 403 40:8] 255
405 43,2 40.4 45.1 46.0 4y 37.0 u.7 37.5 40.8 4201 427] 265
41.8 445 42.1 46.1 46.9 45.0 8.4 3591 389 42,0 434 40| 272
44 4781 482 47.7 48.1 463 4.1 35 40.6 43,7 4611 456| 294
49.3 535 §5.1 52.8 515 52.9 4338 414 44.3 48.0 06| 494 381
338 .58.2 59.8 516 574 570 48,0 46,6 483 52.5 5811 5391 421
56.9 60.1 61.6 605 60.9 59.5 52.0 51.3 22.2 56.0 582 574 451
60.6 542 65.5 63.8 644 62.5 56.0 56.4 55.9 59.6 61.91 610 494
65.2 68.8 72.0 67.5 68.6 65.5 60.8 6l1.2 .7 63.9 66.7 | 655 525
72.6 76.6 19.9 153 154 746 61.5 67.2 67.5 n.2 7341 719}t 657
82.4 860 .86.8 85.7 83.0 834 17.9 74.8 18.2 8l.5 819 80.8| 860
90.9 93.2 93.6 931 89.6 96.; 881 828 88.7 90.4 90.1 1 89.2| 977
96.5 97.0 97.4 96.9 95.1 93. 96.0 92.6 96.4 9631 9611 958| 992
99.6 93.8 99.4 | 100.0 9981 1000 99.4 | 100.7 99.2 99.7 N6 9386 9
03.9 10321 103.2) 103.1] 1051 101.7 1046 | 1067 ( 104.4 1040 | 104:3 | 104.6 | 1049
07.6 1054 | 1056] 1052] 1068 104.1 109.9 1 113.2 109.2 1080 | 10841 109:1 | 101.6
09.6 1044 109.0] 101.7| 1066 98.5 11541 1219 114 1098 [ 1126 1135 882
113.6 102.71 1135 104.3| 1082 101.8 1202 1300} 1191 1136 | 117.2| 1182 ( 886
118.3 11157 1182 107.7| 1104 105 8 1257 1383 124.3 1183 ] 1223 1234 892
124.0 1671 1251 1120 1122 1117 131.9( 1489 130.1 1237 12811 129.0 94.3
130.7 12281 1324 1174] 113.4] 1199 13921 1627 ] 1368 130.3 | 1347 1355 102.1
121.1 ll3.g 1 12227 109.2} 1125] 107.1 1289 | 1435{ 121.3 1208 1255 1264} 89.0
121.6 114, 12291 109.5| 1124| 1076 12041 1451 127871 121.3| 1260 1269 89.3
122.3 1152 1235§ 1i05] 1119 1094 1300} 1459) 1283 1220 | 12671 1216] 898
1231 11671 1242 1125{ 1118 1128 1302°] 1464 12851 1229 127} 128.0 9
1238 11725 12481 113.2] 1ite 1139 1308 | 1469 129.1 12351 1276 1283 974
124.1 17.21 1250 28] 1121{ 1131 1316 1479 1299 1239 ] 12771 1285| 99.0
124.4 17.0] 1255( 112.1] 1119 | 1122 1325| 14931 1308 1242 1282 1290 98.5
1246 11671 1258) 11167 1114 1115 1331 1504 1313 1243 | 1285] 1293 970
125.0 1731 1261 ] 1124 113 1129 1334 15; 3| 1316 1248 1291 1300 959
125.6 11811 12651 1134 11211 1141 13371 1523 1318 12541 1299 13091 946
125.9 11831 12691 1134 1130 1136 141 ] 1836 1321 12561 1304 13131 932
126.1 11821 1274) 113.0| 1135 1126 1346 | 1541 132.6’ 125871 1306 131.5| 93.2
127.4 11991 1304 | 114.1] 11381 1142:] 1354 ng 71 13347 1267( 1315 1320! 976
..... 128.0 12061 131.3| 1146 1137] 1150 136.01 157221 1339 1273 1323 1328 964
Mar...| 1287 1211 1315 1154 1}3.4 11651 13694 1585 1347 1281 1333 1339] 955
#X 128.9 12141 13137 1159 31| 174 137 1 1594 | 1349 12841 1335 1342} 957
ay...| 129.2 12141 13131 11591 132! 1175 1376] 1605| 1353 1287 1337 1344 967
June..| 129.9 1216 { 1320 1158 | 1129| 1176 1388 1615 13625" 129:4) 1342 1348 | 995
July 13041 1216 1327 11558 11301 1170 1399 1 1315 130.0| 13481 1355 989
Aug 131.6 1228 1329 117.2] 1129 1199 140.9'| 165.0 138:5 131:3 [ 1356 [ 136.4 | 1036
Sept...| 1327 1246 | 133.2| 1198 1128 124.1 141.4| 1658! 1390 1326 | 1363 1372 108.8
Oct..... 1335 1261 [ 1336 121:8] 1136 126.8 1417 1622 139,1‘ 13355 1369 1378/ 111.4
Nov 133.8 12631 134.0] 121.8 114,11 1266 1420( 1686 lgg._:. 1337 137',2 13821 1109
Dec...| 1338 1260 | 1342 1214 11as8| 1257 1423 | 1693 1397 133.7] 1374 1383 | 1101

' Househald fuels—gas (pipad), electricity, fuel oil etc.—and motor fuel. Motor oll, coolant, eté: also included through 1982.
Note.—Data beginning 1978 are for all urban consumers; earlier data are for urban wage' esiners and clerical workers.
See also Note, Table B-58.

Source: Department of Labior, Bureay of Labor Statistics,
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TasLe B-59.—Consumer price indexes, selected expendisure classes, 1946-90—Continued
(1982-84 =100, except as noted)

Transportation Medtcal care
T
Private transoortation :
. Auto. i I Medical

Year or month : ; - { Public ! i Medical

Total o | New | used | Motor | meple transpor- [ Total | Cd€ ; "oy
Total cars | cars | fuel* | nance | Other | tation | modities  S€rvices

and ' '
repairs ,

145 94 . 125 342 104
164 99 13.5 ; 36.7 1112
18.6 1121 144 38.6 121
191 124, 148 97 |35
. 19.0 . 134, 151 397 128
} 19.5 20.4 14.8 ‘ 15.9 ‘ 408 134
. 20.0 20.8 1581 167 412 143
4721 2671 22| 220 168) 173 4I5S 143
46.5 22.7 21.8 22.7 180 178! 420 183
448 215 221 232 185. 182 425 157
46.1 20.7 2.8 24.2 192 189. 434 163
48.5 23.2 238 25.0 199 197 446 170
50.0 240 234 25.4 209 | 206, 46 | 178
S2.2 26.8 23.7 26.0 215 l‘ 21§, 46.8 187
51.5 25.0 244 26,5 22.2 23, 469, 195
51.5 26.0 24.1 27.1 23.2 22.9 | 467 . 202
51.3 284 24.3 21.5 24.0 235 456 ! 209
51.0 28.7 242 218 243 24.1 ’ 452 } 2l 5
50.9 30.0 24.1 282 2.7+ 246 , 451, 220
49.7 29.8 25.1 28.7 252 252 | 450 27
48.8 29.0 25.6 29.2 26.1. 263 i 45 239
4931 2991 264 304 4, 282, 419 %0
50.7 (%) 26.8 321 28.7 i 299 450 279
51.5 309 276 341 309 | 319 | 454 302
53.0 312 279 36.6 5.2 340 46.5 23
55.2 33.0 28.1 39.3 378 ’ 36.1 473 347
54.7 331 28.4 411 393 373 474 359
54.8 35.2 31.2 43.2 39.7 38.8 475 375
579 36.7 422 476 40.6 424 492 41.4
62.9 43.8 45,1 53.7 435 47.5 5331 46.6
66.9 50.3 47.0 51.6 47.8 52.0 56.5 513
70.4 54.7 49.7 619 500, 570 ! 602 56 4
75.8 55.8 518 670 3l5i 618) 644 612
818 €0.2 70.1 13.7 549 675 690 672
88.4 62.3 974 81.5 69.0 74.9 754 748
937 769 1085 89.2 85.6 82.9 837. 828
97.4 88.8 ] 1028 96.0 94,9 92.5 9231 926
99.9 98.7 994 1003 99.5 | 1006 100.2 1007
1028 1125 979 1038 105.7 | 106.8 1075 1067
106.1 { 1137 98.71 106.8 105 | 1135 11520 1132
1106 | 1088 7711 1103 1170 1220 122.8 | 1218
1146 1131 8021 1148 1211 130.1 131.0 1300
11691 1180 809 1197 123.3 13861 1399 138.3
1192 ] 1204 885 | 1249 1295, 1493 l 1508 ° 1489
1210 ] 1176 101.2 130.1 142.€ ] 1628, 1634 1627
. } 119.5| 1205 796 | 1224 1215 1438 ' 1450, 1435
1.6 , 119.6 | 120.5 80.3 123.3 128.1 1452 { 1458 1 145}
19 1107 1196( 1205 8151 1235 12821 1461 147.2 , 1459
461 1136 1194 1207 92.1 123.8 128.4 146.8 1484 ) 1464
6.0 1150] 1195 1210 96.6 ( 1243 1289 | 1475 150.0 i 1469
59 1149 1191 121.3 96.0| 1245 129.6 148.5 151.0 1479
S54( 1143 1186] 1211 944 1248 129.7 1437 1514 1493
43 1131 117.7] 1203 91.0( 1254 130.1 1 1507 152 1 150 4
1371 1124 117.01 11938 888 1262 130.1 © 1517 1533 1513
1145 11331 11861 1197 88.9 126.7 1306 1 1527 1541 . (523
1150 1137 1205 120.1 87.21 1267 13131 1539 195.3 1536
115.2 1139 121.8 119.7 858 1269 131.7 154 4 156.0 154 ]
1930- 72 1591 1223] 1189 914/ 1273 13421 1559 1569 ¢ 1557
F 117.1 1156 | 1219 117.4 906! 1276 136.7 157.5 15861 1572
1168 1151 1213 116.6 89.3| 1288 139.1 158.7 1599/ 1585
11731 11551 1207 1162 912 1294 140.3 ] 1598 16137 1594
11771 11591 120.7| 1169 925( 1294 14091 1608 162.2 160.5
1182 116.4 1203 1176 946 | 1296 141.5 1619 163.3 ' 1615
11841 1166 1198 1182 9431 1302 1416 1635 1641 1634
12061 1190] 1195]| 1103 103.2 1304 1419 1650 ; 1648 1650
12301 12141} 1190 1183 1120 1315 14401 16581 166.0 1658
12581 12421 1205( 1181 :189| 1321 1460 | 1671: 1668 | 1672
1269 | 125.1 122.1 11721 11901 1325 150.3 1684 : 1678 1685
12721 1250 1238 171] 171 1325 1544 | 169.2 [ 169.1, 1693

? includes direct pricing of new trucks and motorcycles beginning September 1982,
:antludes'dér'ect pricing of diesel fuel and gasohol beginning September 1981,
ot available.

Note.—Data beginning 1978 are for all urban consumers; earlier data are for urban wage earners and clerical workers
See also Note, Table B-58.

Source: Department of Labor, Bureau of Labor Statistics,
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TABLE B-59.—Consumer price indexes, selecied expenditure classes, 1946-90
(1982-84.= 100, except as noted)

. Food and beverages Shelter Fuel and other utilitres
![ fFood Renters' costs Household tueis
! Fuel ont |
! Home : Other
Year or month Home- | mainte- 3(20 tGas ulilities
Total * A | Away | Total Rent, {owners' | nance | Total pree | (piped)  and
Total from Total 3| resic |costs®| and Total | "0USE- 1 Tang ubii
home . : hold ! pubhe
! home dential repairs i elec.  services
fuel tricat
com- LI
modities :
T
79 18.30....
9.0 18.21...
106! 187 ..
109) 192
11.3] 192.
118 193 .
12.1; 19§.
126] 199,
12.6 202
127 207
133 209,
14.0 A1
13.7 2191,
139 2241 .
138 233
141 2351,
14.2 235
14.4 235 .
144 23.510.... .
14.6 235 . .
15.0 2364.......... .
155 237 46.6
16.0 239 471
16.3 243! 484
. 8| 91| 231 170] 2541 500
N X . . 18.2 1) 514
. X . ) 18.3 285" 562
5. : . . 2.1 2991 578
2. X ) . 3321 s 607
. 54.1] 454/ 394 364 40.1 . 639
. 5761 49.4| 433 388 447 . 677
64.8 62.0].54.71 49.0 439 50.51 708
69.3 67.2]:58.5( 53.0 46.2 55.0' 137
743 740|§64.8| 61.3 62.4 61.0; 743
80.9 824(1754( 748 86.1 N4 110
87.9 90.7 |} 86.4| 872] 1046 819" 843
94.6 96.4] 949| 956 103.4 932, 933
100.1] 102.5{ 99.9f100.2| 100.5 9721 1015 995
105.3 1073} 103.7] 104.8] 104.0 994 1054 1072
111.8( 1131} 106.5] 106,51 104.5 959] 1071, 1121
11831 1194] 1079|1041 99.2 716] 1057 1179
123.1 1248} 111.8{103.0] 973 779! 1038 1201
12781 1311 114.7] 104.4| 98.0 78.11" 1046 1229
132.8| 137.3| 118.0] 107.8 100.9 8171 1075: 1271
13841 1446 122.2] 111.6( 1045 99.3 1093I 1317
130.51 1344 116.1]106.0] 98.7 80.5 105.1 1259
13091 1347 117.1] 1059 98.6 8l4! 1049 1260
131.11 1350 117.11 1059 985 Bl5! 1048 1259
1314 1354{ 117.3]106.2] 988 825, 1050 1262
13171 1362 117.4|107.0| 996 815! 1061 1270
132.3| 1365] 1183/ 109.21 103.2 80.2 1105 1271
133.0) 137.31 118.4({109.7] 103.7 7970 L. 1217
13351 1381| 1185(109.7| 103.7 789( 1113] 1278
1339| 1389 118.6 109.7| 103.5 79.3| 1110, 1281
134.71 139.71 118.6/ 108.0{ 101.0 82.0( 10761 1276
135.21 1403 119.3{107.5| 99.9 839 106.1| 1279
s . 1355] 1409 119.5/ 108.4( 101.2 8871 107.0! 1282
1990 I ) : . . .0 1358 1411 1204 1108] 1045 1131 10757 1293
Feb ... ) . ) , .51 136.0( 141.0{ 120.8] 110.2(.103.1 954| 1083: 1300
1315 8] 136.5{ 142.2( 121.2]1109.9(102.3 91.5 1079 1307
131.3 71 137.07 1425] 121.2] 109.4] 101.2 89.6 106.8° 1309
1313 411373 1431 122211099/ 101.9 880 1078, 1312
132.0 31 13791 1444 1218 112.21 1054 849 112.4 1318
1327 7113871 1454 12211 111.3] 104.5 827 1117, 1308
132.9 .71 139.4 146.5] 1212 112.71 105.6 918| 1116, 1328
3011332 9| 140.0| 1470( 1246|1140 1076 1044 11245 1329
. 411336 9( 1405/ 147.2] 1234 1134)1064] 1185| 1090, 1334
Nov... .0 133711340]1338] 1354/ 142.4] 149.0] 140.7( 147.3] 1239/ 1129/ 1054{ 117.0] 1080' 1337
Oec. . ... 13391342| 1338|1357 1427] 1495 141.1| 1475| 1238] 112.7] 1056 11411 1086, 1327

! Includes alcoholic beverages, not shown separately.
1 December 1982 = 100
See next page for continuation of tabie
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PRICES

TaaLE B-358.—Consumer price indexes, major expenditure classes, 1946-90

(1982-84 = 100)
Food and housing
beverages .
oo Apparel Other
Yearor | Al nish. | ong® | Trans- | Medical| Enter- | goods || tner.
: Fuel and | furnish. | "and S . g er
month items : portation| care [tainment| and 3
Total | Sheiter | other | ings |[upkeep Y
Total! | Food utilities® | and services
oper-
ation
19.5{. 19.8 344 16.7
22.3 b L33 1N IO, NSRRI NP RO 39.9 185
24.11.. 26.1 425 20.6
23.8 25.0 40.8 22.1
24.1 254 40.3 22.7
26.0 28.2 43.9 24.1
26.5 28.7 435 25.7
26.7 28.3 22.0 22.5 431 26.5
26.9 28.2 22.5 22.6 431 26.1
26.8 21.8 22.7 23.0 429 25.8
21.2 28.0 23.1 236 .. 437 26.2
28.1 289 240 243 45 21.7
289 1., 30.21. 24.5 248 44,6 28.6
29.1 29.7 247 25.4 45.0 29.8
29.6 300 25.2 26.0 45.7 29.8 .
29.9 304 25.4 26.3 46.] 30.1 2
30.2 306 258 26.3 46.3 308 .
30.6 311 26.1 26.6 46.9 309 .
31.0 315 26.5 26.6 473 314 .
315 322 21.0 26.6 478 1.9 .
324 338 21.8 26.7 Lo 49.0 323 . .
334 350| 341{ 308 288 21.1 4201 51.0 333 282 40.7 351 23.8
48] 362| 353] 320] 301 21.4 436] 537 43 299 43.0 36.9 24.2
3671 381 371 340 326 28.0 452( 56.8 357] 319 45.2 38.7 24.8
388( 40.1f 392( 364 355 29.1 46.8| 59.2 375 .0 47.5 409 25.5
405| 414| 404 380! 370 311 486( 611 395 36.1 50.0 429 26.5
418 431| 421| 394 387 325 4971 623 3997 373 51.5 4.7 21.2
444 488 482| 412| 405 343 SL1| 646 412, 388 $2.9 46.4 294
493, 55| 551 458] 444 40.7 56.8] 69.4 4581 424 56.9 49.8 38.1
538 60.2; 59.8| 507| 488 454 634 725 5017 415 62.0 53.9 421
5¢9| 621! 61.6| 538| 515 494 67.31 75.2 51 520 65.1 57.0 45.1
606 658] 655| 574 549 4.7 704 786 $9.01 570 68.3 60.4 494
65.2] 722 720! 624 605 58.5 7471 814 61.7| 61.8 719 64.3 52.5
7261 799 799 701 68.9 64.8 79.9] 849 7051 675 16.7 63.9 65.7
8241 867! 88| 81.1] 8.0 754 863 909 811 749 836 15.2 86.0
909 935 936 904| 905 86.4 93.0f 953 932 829 90.1 82.6 97.7
96.5( 973 974 99| 969 949 98.0] 97.8 97.0| 925 96.0 9.1 99.2
9961 995| 954] 95| 91| 1002| 1002] 1002 993! 1006{ 100.11 1011 939
103.9| 103.2| 103.2( 1036 1640/ 1048{ 101.9| 1021 1037 1068 103.8( 1079 1009
107.61 1056 1056/ 107.7{ 1098 106.5] 103.8| 105.0 1064] 1135 1079} 1145( 101.6
1096 10911 109.0| 1109] 1158| 1041{ 1052] 1059 1023 1220 111.6] 1214 882
. , S| 1424 12131 103.0] 107.1) 1106| 1054 13011 1153| 1285/ 88
.21 1185 . 10441 1094 1154] 1087 1386| 1203 1370] 893
. X 1078 1112 1186) 1141| 149.3| 1265| 147.7( 943
11161 1133 1241 120.5| 162.8 1324} 159.0(] 1021
106.0] 110.9] 1153 11L1] 1438 1258] 1434 89.0
1059 1109] 1153 11161 145.2 1743] 1441 89.3
1059]) 11051 119.3 111.9] 146.1 124.7] 1444 89.8
106.2 110.7] 1209 114.6] 146.8 1254 1447 94.9
107.01 1108 120.4 116.0] 1475 125.5| 1454 97.4
109.2] 11Li| 1178 1159 1485 126.2] 1463 99.0
109.71 111.4(1 1150 1154} 149.7 126.9] 1473 98.5
109.7) 1114} 1150 1143} 1507 127.3| 1487 97.0
109.7] 111.7] 1200 113.7] 1517 127.8| 151.2 95.9
108.0( 111.9] 1227 114.5| 152.7 1284 1518 94.6
102.5] 111.9{ 1221 115.0] 153.9 128.6¢ 151.9 93.2
1084 11171 119.2 115.2] 1544 129.11 1529 93.2
11081 112.1| 1167 117.2] 155.9 1299 154.0 97.6
1102| 112.8] 1204 117.1| 1575 1304 1547 96.4
109.9 112.8| 1254 116.8] 158.7 130.9( 155.2 95.5
109.4| 112.8] 1267 1123} 159.8 1314 1558 95.7
10991 1132{ 1255] 117.7{ 160.8| 13i.7] 1566| 967
11221 1131 1233 118.21 1619 1319 157.8 99.5
1113 11364 1208 1184 1635 132.7| 159.2 98.9
1271 1133 1222| 1206 1650| 133.0/ 1650.4) 1036
11401 1138 1268 123.0| 1658 1341| 1626| 1088
1134 11421 1284 1258 167.1 12431 163.2)| 1114
1129 113.8{ 1275 26. 168.4 1344 1636f 1109
11271 1137 125.3 122.2] 169.2 1346 1645/ 1101

! Includes alcoholic beverages, not shown separately,

* See table B-59 for components.

* See tables B-60 for defimition and B-59 for companents, .

Note.—Data beginning 1978 are for ail urban consumers; ecrlier data are for urban wage zarners and clerical workers,
Oata beginning 1983 incorporate a rental equivalence measure for homeowners' costs and therefore are not strictly comparable with

salier figures.
Source: Department of Labor, Bureau of Labor Statistics.
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The demand for gasoline

Further evidence

Leonidas P.Drollas

Sufficient time must be allowed to elapse to assess fully the response of gasoline
demand to price changes. Hitherto, empirical work on the subject has generally

not examined the period beyond 1975; moreover, the extant time-series studies
concentrate almost exclusively on the USA. This study extends both the observation
period and the country coverage. A vehicle stock-adjustment model is estimated via
its reduced form without explicit consideration of the vehicle stock itself. However,

the estimation procedure incorporates the structure by way of constraints on the
parameters. Cross-section analysis offers additional evidence concerning the truly
long-run price elasticity. The results suggest that there is no need to resort to
elaborate models to explain adequately gasoline demand. Gasoline demand exhibits
a long-run price elasticity near unity with time lags exceeding six years, while there
is tentative evidence that the duration of these lags is not fixed.

Though gasoline has received in the empirical literature
he amount of attention that befits its status in the
2mily of oil products, most extant studies and models
ire based on data up to 1975 and are preoccupied with
he USA, especially in a time-series context. This study
ieeks to redress the balance by examining the period to
1980 and encompassing certain European countries, in
iddition to the USA.

Che author is Manager Economic Studies, Management
Sciences Division, Corporate Planning Department,

3P International Ltd, Britannic House, Moor Lane,
-ondon EC2Y 9BU, UK.

The views expressed in this paper do not necessarily reflact those
if the British Petroleurn Company; | remain entirely responsible
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il my colleagues in BP for their suppnrt and in particular Jor!n
Aitcheil, without whom this study would not have been possible,
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iritchford. Finally, | would like to acknowtedge the usefql
'ontribution made by an anonymous referee’s comments in
lorifying certain key issues.

*inal manuscript received 23 May 1983,

Keywords: Gasoline demand; Prices; Lags

The need to extend the estimation period to incor-
porate the years following the 1973/74 oil crisis is
particularly strong, since one would not exnect to see
the full response to the very large price increases within
a year or so of the crisis. Moreover, the gasoline markets
were rocked by even more severe price increases in
1978/79 due to the Iranian Revolution, and the world
is still adjusting to the price jumps set in motion then.

Lest it be thought, however, that this study represents
merely an update of existing models, it should be
emphasized at the outset that a new approach is used
to examine gasoline consumption over time, an approach
that is economical in its data requirements and parsi-
monious regarding estimated parameters, yet succeeds’
in achieving a high degree of explanatory power. The
study also presents evidence regarding the truly long-run
price elasticity of demand for gasoline, and examines —
albeit cursorily — the possibility that the speed of adjust-
ment in the dynamic time-feries models may not be
invariant over time.

The main messages that can be gleaned from the
empirical analysis can be put succinctly as follows:

)140-9883/84/010071-12 303,00 © 1984 Butterworth & Co (Publishers) Ltd 71
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The demand for gasoline: L. P. Drollas

® most countries in the sample display similarities
rather than dissimilarities;

o the long-run price elasticities of demand obtained
from the time-series models suggest that although
gasoline demand is price inelastic, it is not far from
possessing unitary elasticity;

® there is some evidence from a cross-section model
that the truly long-run price elasticity is well above
unity;

® there appears to be considerable inertia in gasoline
consumption due essentially to the slowly changing
vehicle stock and habit persistence;

® there is tentative evidence that delays in the response
of consumption vary a great deal in length over the
years,

In terms of policy implications, the empirical results as
they stand suggest that governments in gasoline consuming
countries that tend to use taxes on gasoline as a source of
revenue rather than, say, an instrument of energy conser-
vation policy, will find the going increasingly tough in the
long run - particularly if the price of crude oil keeps on
rising inexorably. As far as the oil producing countries

are concerned, the results would tend to imply that blind
pursuit of oil price increases on the basis of inelastic
demand for transport fuels cannot be relied upon to

keep producing results in the longer term. Finally, these
price elasticities suggest that the limit to the amount of
refinery upgrading capacity needed may well be reached
sooner rather than later,

Of models and elasticities

The various contributions in the literature are character-
ized ostensibly by their diversity: some models are based
on simple dynamic relationships between gasoline con-
sumption, the price of gasoline in real terms, and real
income over time; others examine the variation of gasoline
consumption per capita as a function of the price of
gasoline, the stock of vehicles per capita, traffic density,
real income per capita, etc. across countries in a parti-
cular year; still others incorporate elaborate vehicle-stock
determining relationships in addition to examining the
utilization rate of this stock.

[ use the word ‘ostensibly’, because most of these
models share a common logical foundation based on the
self-evident idea that gasoline is consumed by way of an
existing stock of vehicles; the differences between the
models can then be ascribed essentiallv to the extent to
which the models take into account explicitly the stock
of vehicles and the factors affecting both the stock itself
over time and its utilization rate,

Conceptually, the relationship between gasoline
consumption and the vehicle stock is enshrined in the
following identity:

X MIL
6=y — (1
i=1 MPG,
where
72

G = total consumption of gasoline per time unit
MJL; = miles driven in the ith vehicle per time unit
MPG; = miles per gallon achieved by ith vehicle

K = number of vehicles

Notice how the identity above — like all tautologies —
is devoid of any real interest as it stands. However, if
we assume 2 la Sweeney! that the vehicle population is
segmented into vintages, each vintage representing a
model year with certain characteristics shared by all
vehicles of that year such as mileage driven and
efficiency, we can derive a meaningful aggregate
relationship as follows.

Writing,
Ml -Ky, M, K Ml - K;
G=——+224 +—Lv  (p
mpg, mpg; mpg;
where

MI; = miles driven per vehicle per time unit in jth
vintage
mpg; = efficiency of jth vintage (in time unit
considered)
K; = number of vehicles in jth vintage

Multiplying (2) by (MI - K)/(MI - K), where M/ repre-
sents the average mileage driven per vehicle as far as the
whole fleet is concerned and X is the total number of
vehicles in existence, yields the following:

L1 )

= (3)
j=1 mpg; (MI) (K)
ie
c=1 (4)
" MG
where
7 1 (Ml (X))
MG =1 —_— = — (5)
/ ‘ 2, o, D) )

is a weighted harmonic mean of the efficiencies charac-
terizing each vintage — in other words, a variable repre-
senting the average fuel efficiency of the whole vehicle
population,

Furthermore, if we assume that the average distance
driven within the time unit (for argument’s sake, a year)
is a function of the real price of gasoline among other
influences — as indeed one can hypothesize about both
the car stock itself and its average efficiency — Equation
(4) is then transiormed into the following hehavioural
equation:

_ MitRs")
MG (Ps*)

G K (Pg*) (6)

where

Pg* = real price of gasoline
(. .) = functions
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Itis easy to see that Equation (6) above implies the
following relationship between the various price
elasticities of demand:

Eg p=Emi-p—Emg-p+Ek-¢ (7)

where

Eg - p = price elasticity of demand for gasoline
Emi - p = elasticity of response of distance to gasoline
price
Emg - p = elasticity of response of efficiency to gasoline
price
Ek - p = elasticity of vehicle stock to gasoline price

Thus, when the price of gasoline increases in real terms,
a whole sequence of behavioural responses is set in
motion, whereby people start to drive less, to drive
these fewer miles more carefuily, to exchange their

less efficient vehicles for more efficient ones, and finally
to own fewer vehicles than they would have done other-
wise. The total effect of the real price increase on
gasoline consumption is of course given by Eg-pin
Equation (7) above,

The demand for gasoline: L. P. Drollas

Bearing in mind the microfoundations of gasoline
consumption already presented, it is apposite at this
stage to examine a few empirical results from studies of
gasoline demand to be found in the Literature. The list
of results displayed in Table 1 is by no means exhaustive;
however, it is hoped that most of the more important
papers have been covered.

As mentioned in the introduction, there is an over-
whelming bias in the literature — as can readily be seen
from Table 1 — towards the USA. Hence, there are all
kinds of models that have been estimated for the USA,
ranging from the traditional time-series analysis of a
simple gasoline demand equation incorporating a lagged
dependent variable,? to single-equation pooled cross-
section/time-series models, %5 to multi-equation time-
series models.™ "1 The consensus view regarding the
USA seems to be that the long-run price elasticity of
demand lies around —0.80, while the long-run income
elasticity is slightly below unity. As far as other countries
are concerned, the limited evidence on offer suggests
that they do not differ substantially from the USA. It
is hoped that the following sections will prove to be of
use in corroborating or refuting this consensus view.

Table 1. Price and income elasticities of demand for gasolins.

Study Typs, coverage

DRI, 1375, Ref 2 Time series, USA, 195073,

lagged dependent variable
Time series, USA, 1950-73,
separate equations for the
components

.d Corporation, 1974, Ref 3

Houthakker et a/, 1974, Ref 4 Dynamic pooled time series,

USA, states, quarterly 1963~72

Charles River Associates, 1975, 7-region pooled time series,

Ref 5 . USA, 18950-73
Houthakker and Kennedy, 1975, Logarithmic flow-adjustment,
Ref 6 12-OECD countries, 196272,

cross-section/time-series

Ramsey er a/, 1975, Ref 7 Time series, no dynamics, USA,
private demand, annual 1947 —

70

‘rime series, vehicle-miles (vm),
aggregate, USA

FEA, 1976, Ref 8

Sweeney, 1978, Ref 9 Time series, vehicie-miles {vm),

USA, 1950-73

Pooled 11 countries time series,
1855-73

G, M/, MG equations, no K,
USA, monthly data, 1972-74

Cross national, 25 countries,
1972, no dynamics

Pindyck, 1979, Ref 10

Archibald and Gillingham,
1881, Ref 11

Wheaton, 1981, Ref 12

Fishelson, 1982, Ref 13 Time series G, M/, MG, K
equations, 1960—78, dynamic,

USA

Price elasticity Incame elasticity
Short run Long run Short run Long run
-0.07 -0.23 0.28 0.94
-0.26 -0.78 0.18 0.88
t

Emip=—-0.36 Ownership
Emg.p =0.17
Ekp=-0.25
-0.075 -0.24 0.303 0.98
-0.28 -1.37 0.012 0.06
-0.47 -0.80 0.74 1.33

~0.77 1.34

-0.48 0.98
Evmp =—0.22 Emgp=0.72 0.82

Evmp = - 0.06

Ekp=-0.26 Ekp=-0.64 Emiy=0.06 Emiy=0.66
Emgp =011 Emgp=1.43 Eky =0.12 Ek,y = 0.30
1car =077 1car 0,29
2cer —0.22 2 car 0.56
Egp=-0.78 Eg.y = 1.20
Emip = —0.52 Emi,y = 0.52
Emg.p = 0.32 Emg.y = —-0.19
Ek.p=0.16 (1) Eky = 1.26
-0.49 -0.98

D-
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The demand for gasoline: L. P. Drollas

Is an explicit treatment of vehicles necessary?

Gasoline, along with most other fuels that are consumed
to generate power, obviously needs a stock of vehicles
or machinery (eg lawnmowers) to exist for consumption
to be possible. This trite remark has to be made again at
this juncture in order to draw a comparison between the
treatment of, say, heating gas oil and gasoline. In the
case of heating gas oil, no one seriously proposes counting
the number of oil-fired boilers in existence in order to
arrive at a stock figure, which in combination with a
utilization rate would yield heating gas oil consumption.
One has to try to explain gas oil consumption via some
other route that obviates the need to know the exact
number of boilers in existence. Why, then, do most
gasoline studies lay so much emphasis on the vehicle
stock and its technical characteristics?

The main reason seems to be a practical one. Vehicle
stock data are available in most developed countries,
unlike boiler stocks. Fiscal authorities consider the
taxation of vehicles a matter of utmost importance and
are prepared to go to extraordinary lengths to maintain
zegisters of vehicles. Moreover, it all sounds so logical —
given the number of vehicles, miles driven per vehicle.
and the technical efficiency of each vehicle, gasoline
consumption drops out by way of an identity! Or does it?

As we have seen above, the only rrue identity is the
summation over X vehicles of miles driven — at a certain
mpg — by the ith vehicle (Equation (1)). On the other
hand, one can arrive at an equation with operational
significance (see the derivation of Equation (4) above)
by assuming that all vehicles fall into distinct vintages.
However, one assumption made en route in the deriva-
tion, and another required to allow one to obtain in
practice a weighted harmonic mean of efficiencies,
conspire to cast a shadow over those studies that rely
heavily on published vehicle flect efficiencies and average
miles driven. The first assumption — that all vehicles
within a comnion vintage are driven the same number
of miles per time unit and possess the same efficiency —
is required to be able to segment the sample into
vintages, while the second — that all vintages share a
common number of miles driven (ie M/; = M/ allj, in
(5) above) — is required to obtain in practice a measure
of vehicle fleet efficiency by weighting the estimated
efficiencies of each vintage only by the share of each
vintage in the total vehicle stock (ie X;/K in (5)) and
not by relative vehicle-miles. In fact, I am given to under-
stand that the ‘miles-travelled’ statistics in the USA are
obtained by calculating the average fleet efficiency in
the manner suggested and then multiplying this efficiency
figure by total gasoline consumption. A further practical
complication in the case of the European countries con-
sidered is that efficiency statistics by vintage, and indeed
the number of vehicles in each vintage, are not readily
available.

Without wishing to denigrate the efforts of those
authors who have made use of published miles-per-
annum and mpg data, it is the contention of this paper
that one need not resort to particularly elaborate equation
systems based on such data to explain a high proportion

74

of the variation in gasoline consumption over time.
Furthermore, one need not use vehicle stock data either.
The key to our understanding of the forces governing

the consumption of gasoline over time lies in the behavioural

functions associzted.with each of the elements mentioned
above. In line with other studies, it is assumed that econo-
mic variables influence both the desired stock of vehicles
and the utilization rate of this stock. However, unlike
other studies, it is felt that one need not be specific
about the vehicle stock and vehicle miles — algebraic
substitution and constrained estimation usually suffice.

Bearing in mind the points made above. the relation.
ship between the amount of gasoline consumed within
say a year, the vehicle stock, and its utilization rate, can
be written as:

G =U;"K,
ie

InG,=Inl; +In K, 8)
where U = utilization rate.

The utilization rate U incorporates both notional
miles driven per annum and average efficiency. and is
specified as a constant elasticity function of the real
price of gasoline and real income, ie

InU, =ag +a,In(Pg/P), ta;InY, 9)
where

Pg = nominal price of gasoline
F = prices of all other goods
(NB Pg? = (Pg/P):)

Y = real income

Note that the utilization rate is postulated to be a
function of the real price of gasoline only, because it

is assumed that the prices of rival forms of transport
influence the decision to invest in gasoline-consuming
vehicles rather than their utilization rate once they have
been purchased (this assumption has been borne out
empirically). Furthermore, note that the actual utiliza-
tion rate (though unobservable) is postulated to equal
the desired rate, ie Equation (9) represents an equili-
brium relationship, which is not unreasonable given that
we are dealing with an annual model.

The actual vehicle stock is assumed to adjust towards
its desired level with a lag due to what has been termed
‘habit persistence’, but which in fact encompasses infor-
mation, decision, and investment delays. These delays
are typically considered to be the result of two anti-
thetical forces: one, based on the cost of being out of
equilibrium, forcing the pace of change, with the other,
based on the cost involved in actual change, retarding
change. Another way of looking at it is to assume that
the actual vehicle stock at any moment is not determined
solely by the current levels of certain relevant factors
(eg real income, the price of vehicles, etc) but also by
past levels of these factors, with the effect on the present
of more remote periods being discounted more heavily
than that of more recent periods. Viewed in this manner,
the size of the existing vehicle stock in an extreme cast
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could owe more to developments some time ago than
current conditions,

At any rate, whichever way one looks at it results in
similar dynamic adjustment mechanisms in discrete time,
if one does not take explicitly into consideration the
error terms, For exampis, the widely used partial adjust-
ment hypothesis or *habit persistence’ model referred to
above yields a final equation virtually identical to an
equation obtained by way of the second route that
assumes the discounting of the past follows a pattern of
geometric decay — the Koyck or geometric lag scheme.
‘On the other hand, explicit consideration of errcr terms
both introduces complications and affords us an
admittedly convoluted way of distinguishing between
the two schemes.*

Without losing sight altogether of certain underlying
complexities connected with the error terms, our general
ignorance regarding the true structure of the errors means
in practice that we may proceed cautiously along simpler
trails. Accordingly, comparatively little is lost and much
gained by accepting the principle of delayed adjustment
(or the intuitively equivalent principle of geometrically
declining lag effects) and positing the following adjustment
mechanism:

InK, - InK,_;=g(IlnK¥ -InK,_,) (10)
where

K*® = desired vehicle stock
g = speed of adjustment (0<g < 1)

The desired vehicle stock in tum is postulated to depend
on the real price of vehicles, real income, and the relative
price of gasoline with respect to the price of alternative
forms of transport in real terms, ie

In K¥ = b + by In (Pg*/Pr); + by In ¥, * by In Pe, (11)
where

Pr = real price of transport services
Pc = real price of vehicles

By straightforward substitution and subsequent algebraic
manipulation, it is possible to eliminate the unobservable
utilization rate and the stock of vehicles. One is then left
with a dynamic equation in terms of the consumption of
2asoline and the predetermined variables, ie

InG,=(ag+bo)g +(ay+gh)) In Pg? —gb,In Pr,
t(ay+ghy)In Y, +gbyln Pe,
—a(1-g)InFfgt 1 —a,(1-g)inY;_,
t(1-gInG,, (12)

Zstimation of the final-form equation above by way of
iny single-equation based estimation technique is
icceptable if the main intention is to predict rather
han obtain parameter estimates. However, if one's
yimary objective is to unravel the tangled web of
elationships that result in Equation (12) without con-
idering explicity the vehicle stock, miles driven per

-

For details see pp 33—34 in Griiiches, Ref 14.
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annum, etc, one needs to resort to a method of estima-
tion that allows for parameter restriction during
estimation.

Empirical results

The estimation technique used in the case of Equation
(12) was Full Information Maximum Likelihood (FIML)
with parameter restrictions within equations, while the
actual programme used was RESIMUL, one out of a
suite of programmes developed by C. R, Wymer!’ to
deal with parameter-constrained estimation, among other

things. In this instance it might seem we are using a sledge-

hammer to crack a feeble nut. However, it is the very
use of parameter-constrained FIML that allows us to
obtain consistent parameter estimates of the implied
structural model from the final form, because as the
programme iterates on the parameter set to maximize
the likelihood function, the constraints implied by the
structure and enshrined in the equation to be estimated
in the form of functions of parameters (eg a; + gb,) are
brought into play to limit the extent to which particular
parameters can vary during the maximization procedure.
There is another factor in favour of the use of FIML
estimation when dealing with Koyck lags. As Morrison!
has shown, the methods that have given the best estimates
of the parameters of the familiar geometric lag have
invclved numerical approximations to the maximum
likelihood solution.

Before the main results of the estimation are presented,
it is apposite to discuss briefly the vexed question of lag
structures. The ubiquitcus Koyck'7 lag was used in the
model presented above essentially because of its popu-
larity and recognizability. However, there is no theoretical
reason why the lag structure should follow a pattemn of
geometric decline. Indeed, early on in the history of lag
schemes, Solow,'® Almon," and Jorgenson?? all genera-
lized the lag structure in such a way as to include the
geometric lag as a special case of the general scheme.

Perhaps the best way to visualize the more general
lag pattern put forward by these authors in juxtaposition
to the Koyck lag is to consider Figure 1.

Imagine that the dependent variable in question —
represented by “p™ — is in equilibrium, which means that

6

4
- ;
/”
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/
/
/
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time
Figure 1. Delayed responses to a step change.
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it follows its desired level (given by "'y™) apart from a
random variation around it. Then imagine that a change
occurs in the behavioural function that determines the
desired level and that this level increases. The geometric
lag response of “‘y” would follow the solid line, while
the alternative lag scheme would cause 'y to follow
the dashed line. In the latter case, there is little response
initially fo the new desired level, then an accelerated
response, and finally a slowing down as *'y™" approaches
the new equilibrium. Many researchers have found the
inverted-V 1277 a more plausible lag structure since Solow
introduced it in 1960. It is felt that people tend to delay
their response until they are sure that the circumstances
that led to the new desired level — such as a real price
increase, in the case of a demand function — are likely
to persist. Change is not costless, and people would be
reluctant to invest, for example, in new more fuel-
efficient equipment if they believed that an energy price
increase in real terms is merely a temporary aberration
due to par.icular conditions prevailing at the time.

At any rate, the Solow generalization can be written
as follows in terms of the variables dealt with in this

paper:

InK,=Y ¢;InkK_; (13)
=0
where
ref-1
Ci=( )(1 -2)'g! (14)
1

In other words, Solow postulated that the actual
variable is a distributed lag function of its desired level
in the current and all previous periods, the distributed
lag scheme being represented by coefficients ¢; that
follow a Pascal distribution. It can be shown quite
easily that the Solow scheme boils down to the geo-
metric lag if r above equals unity. If, on the other hand,
r=12, the Solow pattern becomes

l-nKr=281nKr-l_g21-nKr—2+(] ‘.g)zan? (15)

Incorporation of Equation (15) above into the system
of equations we have been dealing with instead of
Equation (10) yields the following final-form equation:

In G, =(ag+bo) (1 —£)* +(a,+ b,(1 —g)*) In Pg?
~(1 =g’ InPr+(ay +by(1 -g)*) In Y,
+(1 —g)*;InPe, — 2, In Pg?_,
—22,8InY,_;+a,g* InPgt_, +a,8*InY,_,
+26InG,_ - g*InG,_; (16)

Equation (16) is merely a more elaborate version of the
final form in the case of the geometric lag — Equation
(12). The econometric arguments in favour of FIML
estimation with parameter constraints that were vented

tThe lag scheme owes its description as such to the plot of the
derivative, which resergbles an inverted-V in that it first rises,
reaches a peak, and then falls away.
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regarding geometric lags apply a forriori in the case of
inverted-V lags.

The most sensible course of action to take :mpiri.
cally is to remain sceptical as to whether the true lag
scheme is a geometric or an inverted-V scheme, and
estimate both formulations. This has been done for the
five developed countries that had the requisite data
sets readily available. The estimation results are presented
in Table 2.

The first impression one gets looking at Table 2 is of
similarity rather than diversity between the countries.
One also soon observes that the differences between the
two lag schemes are not striking in terms cf the para.
meters they both yield. Detailed commentary on the
results can be put succinctly as follows:

® The speed of adjustment} of gasoline demand to
changed circumstances is slow, full adjustment taking
more than 7 years. Moreover, the results suggest that
the lag in consumption can be identified with the
slowly changing vehicle stock. There is broad agree-
ment on the speed of adjustment among countries.

o There is an identifiable short-run effect of the real
price of gasoline on the demand for gasoline, which
works principally through the utilization rate. Again,
there are strong similarities between countries regard-
ing the magnitude of this short-run price elasticity.

® As far as the effect of a change in the level of
economic activity on the utilization rate is concerned
(ie parametera,), the empiricai work drew a blank
apart from the USA. William Wheaton'? provides an
unsolicited explanation for this, since he found that
increases in income do lead to more miles driven, but
the increases in income also lead tc more vehicles
(per cepita), and more vehicles rer capita tend to
lead to fewer miles driven per vehicle. Our formula-
tion does not allow for these opposing effects explicitly,
and logic dictates that the results would be particularly
inconclusive in countries with a rapidly increasing
vehicle stock per capita (most European countries
would fit this bill in the post-WWII period in contrast
to the USA).

® The long-run income effect on gasoline demand
operates through the effect of income or activity on
the desired vehicle stock (parameter b,). The evidence
from the estimation is overwhelmingly in favour of
unitary elasticity as far as the European countries
are concerned. In the USA, it appears that vehicles
are considered necessities (b, well below unity — in
fact, not significantly different from zero). This latter
point seems to accord well with the role of the
private automobile in the American way of life.

© There is some evidence of an effect of the price of
vehicles on gasoline demand via its effect on the
vehicle stock (UK, France, USA). However, this
effect is relatively small and takes a long time to
influence demand.

4 The speed of adjustment parameter g can be reinterpreted in
terms of the time taken for 90% of adjustment of the actual to
the desired level to occur. Thus, {2.3/9) and (4/g) yield the time
in years for the Koyck and inverted-V models respectively.
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Table 2. Finsl form of gasoline demand mods! based on vehicle stock adjustment.

Ysars Root
Price slasticity for mean
. 90% square

) ) Short Long adjust- % x?
Country/model 9 2, a, b, b, b, run run ment error (DF) R?
UK: 0.23 -0.20 -0.08* -035 1.29 -065 -~0.28 -055 10 1.75 26 0.9989
geometric lag (3.8) (3.2) {5.6) (1.6) (4.5) (3.4) (5.9) (2.8) {2)

UK: 0.62 -0.17 -0.08" -0.45 0.98 ~0.56) -0.24 -~062 7 1.7 174 0.9991
inverted-V lag 8.2) (3.4) (7.2) (1.7) (2.7} (2.3) (4.9) 12.2) (6)

W. Germany: 0.35 -0.19 -0.62 1.15 -056 -0.41 -0.82 7 1.97 0.29 0.9995
geometric lag (3.0} (1.5) (3.5) (8.5) (0.9} (5.8) (5.5) (1}

W. Germany: 0.46 -0.25 -0.95 1.07 -0.88 -053 -1.20 9 2,08 54  0.9993
inverted-V lag (56.3) {2.0) (2.8) (6.3) (1.4) (7.6) (4.4) (3)

France: 0.24 -0.39 -0.19 1.08 ~044 044 058 10 1.08 0.001 0.9996
geometric lag (3.4) (8.5} (1.3) (15.1) {3.3)  (12.2) {4.8) (1)

USA: 0.23 -0.24 055 -0.48° 0.34 -~-064 -035 -0.73 10 1.10 1.1 0.9987
geometric lag (3.4) (3.7) (2.8) {2.0) b (1.5} (2.8) {9.4) (3.6) (1)

USA: 0.61 -0.24 0.72 -0.46 0.1 -051 -032 -0.70 7 0.97 4.81 0.9989
inverted-V lzg (8.1) (5.6) (5.2} {2.1) (1.3) {2.1) (8.5) {3.6) (3)

Austria: 0.39 -0.34 035 -0.48 1.02 -034 -052 -0.82 6 2.07 1.8  0.9989
geometric lag (4.0) (2.9} (0.7) (4.8) (2.2) (1.1} (6.9) (9.5) (1)

Austria: 0.65 —0.43 -0.47 1.39 -042 -057 -0.89 9 206 193 0.9987
inverted-V lag (4.4) {3.8) (4.2) (11.9) {1.1) {7.8) (7.8} (3)

Notes:

Estimation covers period 1950—1980. Method of estimation is FIML with non-linear parameter restrictions. x? test with indicated
degrees of freedom (DF) examines the appropriateness of the over-identifying parameter restrictions. t values in parentheses,

8 Dummy variable used to capture effect of Suez crisis.
b Real price of gasoline used in vehicle stock equation,

® The one guantity of prime importance to oil producers,

oil companies, and governments in oil-consuming
countries is the long-run price elasticity of demand
for gasoline. Table 2 shows that the estimates are
certainly above —0.5, and in the case of West
Germany, Austria and the USA, the estimates are

not statistically significantly different from unity. Of
the two components that make up the long-run elasti-
city (a, and &), the effect of the price of gasoline on
the vehicle stock is dominant in all cases.

® On the whole, the two lag formulations yield para-
meters that are statistically indistinguishable, apart
that is from West Germany's b,, Austria’s a;, and the
USA's a,. Naturally, the speeds of adjustment cannot
be tested for equality, because they have differing
interpretations (eg if both lag formulations imply a
10 year lag for 90% adjsutment, then the geometric-
lag speed of adjustment parameter will have the value
0.23 whereas the inverted-V will be 0.4).

@ The explanatory power of these single-equation final
form models is quite high, as can be ascertained from
their low RMSEs (Root Mean Square Errors). Further-
more, in most cases the x? test is passed, implying
that the parameter restrictions imposed on the models
are valid, ie the underlying structure is as specified.

Further results: five more countries and
a variable speed model

Before examining the likely magnitude of the price
sticity of deman\d for gasoline in the really long run,
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it is apposite to present the results of two further bits
of analysis pertinent to the time-series models examined
so far. Table 3 contains the results from estimating a
conventional partial adjustment 1.0del§ of gasoline
demand, based on a geometric lag mechanism from
Equation (10), for a further five European countnes
over the period 1955—80. The reason why simple

lag models have bezn estimated in this case is because
it was not possible to obtain satisfactory data for series
such as the price of vehicles and the price of public
transport in these countries.

The salient features of this analysis can be stated
simply as follows, First, though the estimated long-run
price elasticities appear in most cases — except Sweden
— to be well above unity, they are not statistically
significantly different from unity. The previous point
applies equally to the income elasticity of demand —
except for Belgium and Sweden. The lags implied by
the speeds of adjustment are broadly similar across this
small sample of countries. The RMSEs are of the same
magnitude and uniformly higher than the corresponding
errors in the more complete models presented before.
Since the countries for which full data sets exist yielded
better results in the case of the implied vehicle stock
model than the elementary partial adjustment model,
there is every reason to believe that this would have been

§This model is written
in G.‘ - In Gr_1 = k(ln Gr. -In Gr_j)

where the desired fevel of gasoline demand G* is given by
InGf =cg+cqlnPygf +cainY,
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Table 3. Simple lag modslis of gasoline.

Price Income

Country/modol. Short run L.ong run Short run

Belgium:

georr.etric fag -0.48 -162" 0.38
(4.7 (2.3} (1.7)

inverted-V lag -0.50 —1a7° 0.57
(4.4) (3.7) (2.9)

italy:

geometric lag —~0.41 -1.08" 0.31
(4.6) (5.7) (2.4)

inveried-V Isg -0.38 ~1.44° 0.39
(3.6) (6.2} (3.1)

Netherlands:

inverted-V lag -0.29 -1.81* 0.18
{1.3) {1.3) (1.6)

Sweden:

geometric lag -0.17 -0.52 0.46
{2.7) (2.0) (2.6)

inverted-V lag ~0.16 -0.37 0.65
(2.5) (2.1) (3.6)

Denmark:

geometric lag -0.38 -1.07° 0.3
(2.8) {3.4) (1.6)

inverted-V lag -0.31 -1.27° 0.14
(2.9) (3.0} {1.1)

Root
mean
squars
Long run Years 90% x? (DF) {%)
1.27 8 00 - 3.2
{9.1) (0)
1.34 1 37 3.5
{16.7) m
1.34* 10 0.0 4.4
(7.1) (0)
1.46 8 35 46
(11.5) (1
1.1 7 2.1 46
(4.1) (1)
1.46 7 0.0 2.3
{11.7) {0)
1.50 12 2.1 23
(20.3}) (1)
0.86 6 0.0 4.4
(3.3} (0
0.57° 8 1.6 3.8
(1.6} {1}

Notes:

Method of estimation is FIML with parameter restrictions within the equation. x? test with indicated degrees of freedom (DF)
sxamines the appropriateness of the over-identifying parameter restrictions, ¢ values in parentheses,
Indicates parameters that are not stotistically significantly different from unity.

the case had one been able to obtain the relevant series
for the second set of countries as well.

The second bit of analysis is potentially of great
importance, if it proves to be relevant in the case of
other countries also. The USA has been used as a test
bed in this section more in the spirit of a ‘scouting
party’ than an ‘armoured column’. At issue is whether
the speed of adjustment of the vehicle stock (see
Equation (10)), which has been assumed to be constant,
is in fact variable. As both Feige?! and Griliches'® have
shown, the partial adjustment scheme exemplified by
Equation (10) can be derived from the minimization
of a quadratic cost function that combines the cost of
being out of equilibrium with the cost of adjusting
towards the new equilibrium. The interesting result
from our point of view is <hat the mean time lag implied
by the partial adjustment scheme is a function of the
two costs, ie

1-g

amn

w{

Mean time lag =

where

B = cost of adjusting
A = cost of being out of equilibrium

Now, if one (or both) of the costs are not constant, but
depend on some other variable — for example, the cost
of adjusting may depend on the rate of interest, while
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the cost of being out of equilibrium may depend on the
magnitude of the disequilibrium itself — the speed of
adjustment will vary over time.

The main factor leading to a variable speed in the
case of the gasoline models based on the partial adjust-
ment scheme over the period examined would in all
probability be the real price of gasoline, the only variable
that changed dramatically during the sample period.
Therefore, it has been assumed that the speed of adjust-
ment in the USA case is a function of the real price of
gasoline, thus

8¢ =mo +my In Pt

Substitution of Equation (18) in the final-form
Equation (12) above# yields the following estimating
equation:

In G, = mo(ag + bo) +(a, + moby + (4o + bo)my) In Pet
+(az +mgby) In Y, —ay(1 - mg) In Pgf—y
~a (1 = mg) In Y,y + myby(in Pe?)’
+my by(In Pg? n Y;) — my(In Pg? In G,_1)
+aymy(In Pg? In Pe?_;) + azmy(in Pg? In Y1)
+(1 = mg) InG,_y (19)

(18)

oNote thet Equation {12) as estimated for the USA does not
have a real price of transport in the desired vehicle stock equa
as this was not found to be statistically significant.

tion,
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It is immediately apparent that Equation (19) i< non-
linear in the variables, as indeed it might be apparent
that with m; = 0, Equation (19) boils down to the
familiar Equation (12). Non.-linear estimation would

rmally present estimation problems in a simultaneous.

uation context. However, in this case we have to deal
only with a single equation, which means that the right.
hand-side variables can be constructed independently
and treated as normal regressors. The implicit structure
is ernbodied in the relationship between the parameters,
as we encountered.in the case of Equation (12), and all
appears to be plain sailing. However. perils lurk just
beneath the surface in the form of a parameter identifi.
cation problem. The parameters concerned are mg and
the combination ag + by (which cannot be separated
intoag and by and must therefore always be estimated
as a sum). Attention is drawn to the fact that mg and
(ag *+ bg) appear both as a weighted sum and a product,
ie

al+blm°+ml(ao+bc)=Kl

mo(ag +bo) =K, (20)

where the other parameters are all identifiable. Thus,
mg and (ag + bg) are the roots of a quadratic equation,

and the estimation procedure cannot distinguish between

the two, All is not lost, however. if we could only obtain

an independent estimate of either mg or (ag + bg), for

then we can iterate between the two parameters by

treating one of them as a constant, estimating the

other, then treating that as a constant and estimating

the first as a parameter, and so on until the parameters
onverge to stable values. Fortunately, we have an

Dtial value for (ag + bg) from our prior estimation of

quation (12), and it is this value (12.26) that serves

as the starting point.

It took only seven iterations for the parameters my
and (aq + bg) to converge to values that changed by
only 0.4% and 0.03% respectively. The full results of
the final iteration are presented in Table 4.

There is reasonably strong evidence that the speed
of adjustment is indeed variable, with an average value
over the sample period of 0.225 (90% adjustment in
9 years) based on the sample mean of the real price
of gasoline. It is interesting to see how close these para-
meters are to those estimated in the constant-speed
case, which seems to suggest that estimation of geo-
metric lag models with constant speeds of adjustment
is likely to yield long-run parameters that are similar

Table 4, Variable speed of adjustment, USA.

my= —1.885 (1.53)
m, = 0.533 (40.53)
2, = —0.223 (3.58)
a, = 0.562 (2.99)

b, = —0.532 (3.66)
b,=0.370 (1.77)

b, =—0.617 (3.05)

Nore: _
t values are in parentheses; RMSE = 1.04%; R? = 0.9968.
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Figure 2. Speeds of adjustment for gasoline in the USA
(time taken for 90% adjustment).

to those obtainable from a variable speed model such
as the one above, but an adjustment.speed parameter
that is an average over the sample period. Incidentally,
an increased speed of adjustment of the vehicle stock
to its desired level due to a higher real gasoline price

is compatible with the observed increase in the median

age of the US auto fleet since the early 1970s. Stagnating

real income and higher re2l gasoline prices combine to
reduce the desired vehicle stock from the level it would
otherwise have attained had income and prices followed
their 1960s trends, while increased real gasoline prices
speed up this process. A lower vehicle stock than would
have existed otherwise implies fewer net additions to
the stock and thus an ‘aging’ of this stock compare with
the earlier period, exactly as the population ‘ages’ when
the birth rate slows down.

The way in which the speed of adjustment varies over
time as a function of the real price of gasoline is the
prominent feature of this analysis. As can be seen in
Figure 2, the time taken for 90% adjustment rose
steadily in the 1950s as the price of gasoline fell in
real terms. falling subsequently in two large jumps to a
1980 value of 5 years, which is certainly rapid by
historical standards. If the speed of adjustment, as indi-
cated by the USA model, is capable of increasing so
rapidly, then models based on constant speeds of adjust-
ment might yield biased forecasts in periods when the
price of gasoline is increasing by leaps and bounds. One
can only say at this stage that variable speeds of adjust-
ment ought to be looked at more closely.

In the reallygdopg run . ..

In the long run we shall all be dead, as Keynes so aptly
put it. Of course, he was being facetious, to goad his
contemporaries into action, fearing that a preoccupation
with the future consequences of action (or inaction)
might jeopardize one’s chances of ever getting there.

Is there a need then to consider the demand for gasoline
in the very long run, or should we take refuge in Keynes’
bon mor and let our successors worry about it?

The nature of oil as an exhaustible resource precludes
it from being treated like any other good. Arguments
about the efficient use of exhaustible resources dictate
that demand should be channelled into premium uses,
ie where the price elasticity of demand is inelastic in
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the longer term. Conventional wisdom has it that the
demand for the heavier fractions of the barrel is price
elastic due to the presence of substitutes (for example,
the use of coal, natural gas, and nuclear fuel in power
generation) unlike the demand for transport fuels.
Therefore, the use of limited oil resources in activities
that could use other fuels — fossil or otherwise — might
be viewed with disdain. particularly by the oil producers
who might feel that their precious asset is being wasted
in non-premium uses.

The rights and wrongs of these views notwithstanding,
there is a need to examine the factual premises upon
which the thrust of such arguments is based — in parti-
cular, the extent to which the demand for transport
fuels is in fact inelastic in the long run. The evidence
gleaned so far from our time-series models tends to
show that on the whole the long-run price elasticity
of demand for gasoline is not significantly different
from unity. The crucial question remains whether this
price elasticity could be greater than unity!

To ascertain the magnitude of the long-run price
elasticity of demand, we need to identify the long-run
demand curve. This in turn can only be done — as far
as an individual country is concerned — by observing
a single country over a long enough period, so that
different supply conditions, leading to variations in
price, can trace out the demand curve. The critics of
time-series models contend that an individual country
cannot supply a long enough history of gasoline price
variation, esp=cially if one includes the decades of
the 1950s and 1960s, to enable one to identify the
long-run demand curve. What do they suggest instead?

1t is felt that there is sufficient variation in the price
of gasoline between countries (due mainly to different
Jevels of taxation) to make cross-section analysis the
preferred route to take in search of the elusive long-run
price elasticity of demand. It is possible in principle to
utilize variations across countries to obtain estimates of
long-run price and income elasticities, provided one
assumes that the underlying economic structure encap-
sulated in the parameters is invariant with respect to
both time and the particular countries forming the
group. Of course, these assumptions are not always
justifiable, given that elasticities might vary over time
and countries will almost certainly differ in terms of the
structure of gasoline demand. The first assumption can
be tested by estimating the cross-section model at
various points in time. The second assumption can be
dealt with in two ways: either by using country-specific
dummy variables (with a concomitant increase in the
number of years considered in order to obtain the
requisite degrees of freedom), or by specifying a multi-
equation model to account for the special factors repre-
senting the intercountry structural differences. In
practice, the preferred route has been to include dummy
variables and increase the number of observations by
estimating ‘pooled’ time-series and cross-section models,
In our case, the ‘pooled’ approach has been eschewed in
favour of the classical cross-section study.

Relevant data covering 37 countries for the year 1977
have been collected in an attempt to estimate a simplified
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Tsble 5. Cross-ssction data, 1977,

Con- National

sumption income Price

per Cars per per

head per head galion
Country {galions) thousand®  (SDRs!® (SDRs)®
USA 451 525 6484.9 0.59
Canada 309 408 "6011.3 0.65
Australia 223 394 54255 0.7
Sweden 172 346 6607.6 1.41
New Zealand 149 384 3662.0 1.14
Switzerland 122 305 8877.5 1.72
iceland 115 316 5520.9 1.64
West Germany 103 333 6769.2 1.82
Denmark 97 2N 70729 1.77
Great Britain 95 261 36429 1.14
France 93 319 5527.4 1.73
Belgium 92 292 6666.5 1.73
Austria 89 263 5055.9 1.64
Norway 84 274 6193.2 1.96
Netherlands 81 282 6171.7 1.73
Ireland 81 179 24284 1.45
Finland 79 227 4661.9 1.64
Japan 61 173 48715 1.73
Italy 04 289 2827.5 2.14
Cyprus 42 112 14324 1.27
Spain 39 162 2238.8 1.27
8razil 37 58 995.4 1.18
Greece 36 67 * 2319.8 1.68
Chile 35 28 7771 1.14
Jordan 30 25 7373 1.09
Colombia 29 14 527.2 0.23
Portugai 22 101 1295.8 1.75
Turkey 14 13 865.3 1.05
Ethiopia 12 1 87.4 0.68
Thailand 10 8 3210 0.77
Kenya 6 7 264.6 1.27
Tunisia 4 19 670.8 1.55
Sierra Leone 3 8 169.9 1.18
Sri Lanka 24 7 1121 0.68
Malaysia (W) 2.3 52 893.3 1.18
Niger 14 2.2 120.0 1.46
Malawi 0.4 2 131.2 0.64
Sources:

Gasoline and vehicle data from International Road Federation,
World Road Statistics 1974—78, 1979 edition. National income
and population data from IMF, International Statistics, various
issues.

Notes:
8 :Cars per thousand’ refer to the total population.

Special Drawing Rights. An SDR is an artificial unit of currency
created by the IMF based on 2 basket of currencies suitably
weighted. Each national currency can be expressed in terms ot
SDRs; the conversions have been performed by the IMF.

cross-sectional model of gasoline consumption per capita
based on this sample. The sample is quite representative,
including highly developed countries along with
extremely poor countries. Moreover, particular subset
of 24 countries has been used in a two-equation model
of gasoline consumption per head and cars per thousand-~
people. The models presented below must be considered
as first attempts at cross-sectional analysis; further
analysis will be required to improve the accuracy of
the estimates. The most important cross-section data are
presented in Table 5.

It is obvious from a cursory glance at the data that
consumption of gasoline per capita is strongly correlated
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with the number of cars per head, which in tum is
correlated with national income per capita. However,
there are some interesting cases that stand out. Italy
exhibits low gasoline consumption per capita in relation
to its car population, while Colombia shows an excessive
level of consumption per head in relation both to its car
population and its income per head. Other cases of
interest are Australia and New Zealand, both with
roughly comparable car populations per head but differ-
ing gasoline consumption levels, .nd West Germany and
Sweden with comparable car popalations and income
levels but quite different levels of gasoline consumption
per capita. Almost all these cases have a common factor,
varying gasoline prices, which accounts quite neatly

for the discrepancies in gasoline consumption.

The first bit of cross-section analysis that can be
performed is to regress gasoline consumption per capita
against the price of gasoline and the car population per
capita. The result was as follows (7 values in parentheses):

InG;=0.07-0.79Infg; +0.87In C; 2n
(2.6) (11.3)

where

R? = 0.89 DF = 34 mean square error = 0.7467
G; = gasoline consumption (gallons) per capita in
ith country
Pg,i = price of gasoline (SDRs per gallon)
C; = cars per thousand

A slightly higher long-run price elasticity of demand for
gasoline was obtained by regressing gasoline consumption
per capita against the price of gasoline and national
income per head, ie

InG;=466-0911InPg+1.13In Y
(3.2) (12.4)

R? =0.91 DF = 34 mean square error = 0.6926

(22)

In this case, natjonal income per capita acts as a proxy
for the car population per head. However, when both
income per capita and car population per head are
included in the regression, then the problem of multi-
collinearity becomes severe, as can be seen below:

InG;=3.51-090InPg;+0.831n ¥;+0.24 n C
(3.2) (2.5) (0.9)

(23)
R? = 0.91 DF = 33 mean square error = 0.6938

In this equation, the strong correlation we know exists
between car population per capita and income per
head has resulted in less precise estimates of the
separate effects of income and car population on
gasoline consumption. Since we believe that both these
explanatory variables have an effect on gasoline con-
sumption, but know that these effects cannot be
gleaned from the simple formulation due to multi-
collinearity, the answer appears to lie in the direction
of a more complete spzcification of the relationships
between income, car population, price of gasoline,

and consumption of gasoline. A two-equation model
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can be formulated to capture the essence of these
relationships, as follows:

1nC,-=ao+allnPcar,+a21n Y,
1nG,-=b0+b|lnPg,+lnC,

In this recursive system of equations, the car population
per capita is specified as a function of the price of cars
and national income per capita, while gasoline consump-
tion per capita is postulated to depend on the price of
gasoline (the main variable affecting the utilization rate)
and the stuck of cars per capita. One is able to avoid
the problem of multicollinearity by specifying a
separate equation for the car stock in terms of income
per head and the price of cars. From a practical point
of view, the price of cars presents considerable diffi-
culties, because it is well nigh impossible to obtain
reliable data on a comparable basis for such a wide
spectrum of countries. We have resorted to the use of

a proxy for the price of cars in the form of taxes on
acquisition and ownership of cars. but this was possible
only for 24 countries out >{ the sample of 37.

The recursiveness of the equation system given by
Equation (24) calls for estimation via a sequential use
of ordinary least squares (OLS). Thus, the first equation
is estimated using OLS (since the regressors are truly
independent) and the predicted values of the dependent
variable are subsequently used to form the regressor
In ¢} in the second equation, which is also estimated via
QLS. The results of the estimation, with ¢ values in
parentheses, are as follows:

InC;=-5.1-04InPear;+121n Y,
(1.8) (3.0) (16.2)

R?=0922 SEE=0.44

InG;=-04-13InPg+n¢;
(2.4) (3.5)

R?=0322 SEE=0.611]

The results seem to confirm our initial suspicion that
multicollinearity was indeed a severe problem in the
single-equation model above. The two-equation model
yields sensible parameters that are statistically signifi-
cant and have the anticipated signs. Moreover, the
long-run price elasticity of demand for gasoline is higher
than the equivalent single-equation estimates, while the
long-run income elasticity of demand for cars suggests
that the cars are ‘luxury’ goods. This last result is question:
able as far as developed countries are concerned, given
the role of saturation in car ownership at high income
levels, but is quite plausible in a wider sample. Our proxy
variable for the price of cars appears to have performed
well, while the long-run price elasticity of demand for
gasoline, at —1.3, suggests that gasoline demand is price
elastic in the long run, though on a purely statistical
basis, the elasticity is not significantly different from
unity. The cross-section analysis provides further tenta-
tive evidence of the elastic nature of gasoline demand
with respect to price in the long run, in addition to the
evidence gleaned from some of the time-series country
models estimated (see Table 2).

(24)

(25)
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Conclusions

Of all the petroleum products, gasoline occupies today
a position of pre-eminence due to its alleged price inelasti-
city of demand. Oil companies pursue gasoline sales
because it is thought that gasoline represents the part
of the crude oil barrel that is likely to suffer least from
the ravages of crude oil price increases. Governments in
oil-consuming countries load taxes on gasoline because
it is thought 1o be a 'reliable’ way of raising funds. Oil
producer governments probably consider the transport
sector to be the only one with a worthwhile claim on
their wasting asset, In fact, all three actors on the oil
stage share a common belief in the price inelasticity of
demand for gasoline, both in the short and the long run.

While nobody would dispute that gasoline demand
is inelastic in the short run (a year or two), this study
casts doubts on the notion that it is so in the long run
as well. The econometric results based on the time-series
models suggest that the long-run price elasticity is not
significantly different from unity in most cases, while
the evidence - albeit tentative — from the cross-section
model is that the truly long-run elasticity may well be
above unity.

As has been demonstrated, there is no real need to
resort to elaborate models involving explicity the changing
stock of vehicles, its efficiency. and its use. Once due
care and attention is paid to the special characteristics
of gasoline demand, it is possible to determine what
affects gasoline consumption, and track its course with
a reasonable degree of accuracy, by employing an esti=~
mation technique that incorporates the implicit structure
via restrictions on the parameters of the model. Asa
result of the use of this technique, the considerable
inertia that gasoline consumgtion seems to possess is
identified with lags in adjustment of the vehicle stock to
its desired level. Moreover, as an experimental model
for the USA would have it, there is some evidence that
the duration of these lags is not fixed. Indeed, if one
assumes that the speed of adjustment is a function of the
real price of gasoline, the US case implies that the time
lag has more than hzlved in the decade of the 1970s
following the substantial real gasoline price increases.

If these results are corroborated as far as other countries
are concerned, the responsiveness of gasoline demand to
changes in the real gasoline price is even greater than
assumed generally, with of course even more profound
consequences.

It cannot be emphasized too strongly that if the price
elasticity of demand is well above unity in the long run
and consumers do speed up their reactions to changed
circumstances, then the oil companies — with investment
plans to increase their ability to extract more of the
lighter products from crude oil — and governments —
with their policy of taxing gasoline heavily — and oil
producers — with their belief that their precious asset
should be reserved for ‘premium’ uses — could be in for
a rude shock, The simple explanation for the higher than
expected price elasticity of demand for gasoline is
threefold: there are substitute types of transport fuels
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(diesel. liquified petroleum gas). there are substitute
forms of transport, and of course consumers can spend
their funds on activities or goods that compete with
transport. Indeed, very few commodities are truly
indispensible — given a long enough timespan. there
are substitutes for most things.
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The long-run structure of transportaticn and
gasoline demand |

william C. Wheaton®

This article reports estimates of a cross national model for automobile ownership, fleet
Juel efficiency. driving per vehicle. and as derived from these three. gasoline consumption.
The model is a recursive system of equations derived by aggregating individual behavioral
equations for the choise of a durable good and its usage. The results suggest that across
countries, gasoline price differences exert themselves primarily by affecting the amount
of driving, and not as time series studies show, through fleet Suel efficiency. The estimates
also suggest that gasoline consumption is much more income elastic than it was previously
thought to be and that most of this income effect derives frcm the impact of income on
auto ownership.

1. Introduction

® In the years since the 1973 oil embargo, there have been a growing number of efforts
to model the demand for gasoline and its relationship to the underlying demand for
transportation services. Such efforts are useful not only in forecasting the market response
to rising fuel prices, but also as policy tools to evaluate the impact of regulations, such
as Federal Fuel Efficiency standards. With only a few exceptions, all of these efforts have
used time-series data for the preembargo period (1947-1972), primarily in the United
States (CRA, 1975; DRI, 1973; Sweeney, 1978; Pindyck, 1979; Wildhorn et al., 1974).

The reliance on time-series data raises two important questions about the accuracy
and reliability of the results of these models. First, during the preembargo period, real
income rose slowly and real fuel prices fell gradually in a manner that was highly cor-
related. Can the models, therefore, separately estimate income and price effects? Second,
during this same period, there was little absolute change in the real price of gasoline. Can
such models, therefore, be relied upon to forecast truly long-run responses to major
changes in price or income?

An alternative approach to estimating models of the demand for gasoline and trans-
portation services is to introduce some cross sectional variation into the sample data. If,
for example, one includes subarea disaggregation within the United States, income vari-
ation is obtained which is largely independent of fuet prices. The latter, however, will still
exhibit little absolute variation. In fact, to get large scale price variation during the preem-
bargo period, one must compare different countries. Unfortunately, the cross national
studies (Houthakker and Kennedy, 1979) and the cross state studies within the United
States (Greene 1979) use reduced-form models in which gasoline demand is predicted
directly with no consideration of transportation services. The strength of the time-series
models is that they estimate separate income and price effects for vehicle ownership,
vehicle characteristics, and vehicle usage. Gasoline demand is then derived from a well-
known identity relating these three components.

It is interesting that neither group of studies has investigated the possibility that
structural relationships might exist among the different transportation components (own-

* Massachusetts Institute of Technology.
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ership, driving, vehicle efficiency). The cross sectional models estimate only the demand
for gasoline, and although the time-series models have developed equations for each
transportation component, the equations contain only exogenous variables, such as in.
come and prices. A full structural model would permit inferences about the impact tha
regulating one endogenous variable (for example, fuel efficiency) would have on the others.

The objective of this study, then, is to improve upon this research in the wavys
discussed above. First, a long-run model! will be estimated; cross nationally, to obtain
parameters for a sample with maximum independent varation in income and prices,
Second, thz model! will also be structurally disaggregated, not only to predict separately
vehicle ownership, driving, and fuel efficiency, but also to make some preliminary as-
sessments about possible relationships among these endogenous variables.

The results of the model contrast with the previous research in several important
ways. The aggregate gasoline consumption elasticities are reasonably comparable, but the
structure of demand differs considerably. The time-series studies suggest that in the long
run the impact of price occurs mostly through improved fuel efficiency (smaller cars) and,
to a lesser degree, lower ownership rates. The cross national estimates say quite the
contrary, that in the long run most of the overa! price elasticity comes from reduced
usage of each vehicle. The results also suggest (for the first time) that ownership rates have
a strong influence on vehicle usage, but fuel efficiency does not. Finally, the cross national
model estimates include some highly elastic income effects, which indicate that reductions
in aggregate fuel demand may be difficult. particularly in rapidly growing Third World
countries.

As a note of caution, it would be prudent to point out that as is typical with most
cross national research, the quality of the data used in the study is less than ideal. The
results of the model, therefore, should perhaps be regarded more as pedagogical than
definitive: cross national models can be estimated, and the estimates vield conclusions
that seem to differ from those of models estimated using intracountry time series.

The article is organized as follows. Section 2 discusses the specification of the model
and reviews some studies from the existing time-series literature. Section 3 discusses the
data, and Section 4 presents a number of statistical results. Finally, Section 5 examines
some implications of the research.

2. The derived demand for gasoline
B Almost all time-series models of gasoline consumption estimate a derived demand
equation by using an identity, such as (1):

CON = (AUTO X DIST )/MPG, (H

where
CON = consumption of fuel per capita;

AUTO = vehicles or automobiles per capita;
DIST = use of each vehicle (mTlcs per year); and
MPG = average fleet fuel efficiency.

With this identity, demand equations are estimated separately for each component
(AUTO, DIST, MPG), and then overall fuel consumption is derived by applying the
identity. Since (1) is log linear, any elasticity of CON is simply the sum of the three
component elasticities. Thus, with respect to gasoline price (P). the following relationship
applies: :

Econr = Equror + Epistr = Eurcer .

There are a number of advantages to estimating component demand equations. and

(2)
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not simply estimating gasoline demand directly. First, and most obviously, one may be
interested in how income and price affect gasoline consumption, and not simply in the
magnitude of the effect. The distributional or other consequences of improved fuel effi-
ciency versus, sav, reduced auto ownership might be of interest. Second, it is sometimes
believed that disaggregate models have a higher level of parametric stability. This is due
to the fact that disaggregation may often suggest new exogenous variables, which are
important predictors in each component equation. Last. disaggregation may also be im-
ponant if structural relationships exist among the endogenous variables.

The issue of what kind of struciural model might underlie the joint demand for
gasoline and transportation has yet to be discussed in the time-series literature on the
subject. Existing models have simply assumed that the three demand components are
determined simultaneously. and then have estimated the equations for each in reduced
form. In fact. however, there is a growing body of microeconomic theory about durable
goods and their usage, which is highly applicable to the question at hand. Consumer
decisions about the type and number of vehicles to purchase (4UTO, MPG), and then
about how much to use each vehicle (DIST), would seem to conform very well to a
microeconomic model proposed originally by Heckraan to analyze labor force partici-
pation and the decision about hours of work. The former is a discrete choice, and the
latter is a continuous demand function conditional on the original discrete choice. Since
Heckman's work. similar models have been applied to the housing market (choice of
tenure and then housing consumption) by Lee and Trost (1978) and most recently to
electricity consumption (choice of appliance and then power usage) by McFadden and
Dubin (1982). In all of these cases. the consumer's decision about the choice of durable
good and its usage is considered to occur simultaneously. Statistically. however, the usage
equation is estimated conditional upon the choice of the good. This allows one to make
statements about how the choice of good may structurally affect its usage.

Applying this model to transportation services. a household may be perceived as
choosing first among a set of n alternative portfolios of automobiles. Each portfolio i is
characterized by a set of attributes Z,, which includes the number of vehicles and their
fuel efficiency (4 U'TO,, MPG),). The probability of selecting portfolio /, P, will then depend
on a vector of exogenous variables ¥ (such as income. prices). parameters a, and the sets
of attributes of the n portfolios Z,, ..., Zx

P=F(Z,....2zW,a i=1....n (3)

Given that a particular choice i has been made. there exists a conditional usage or
driving demand equation, which will depend on the exogenous variables W and an error
term ¢. This may be represented in (4) below. Rather than estimating a set of n such
conditional driving equations, the model may be simplified to estimate a single dnving
equation, but one in which the amount of driving depends on the attributes of the chosen
portfolio. In this way driving still occurs conditional on the portfolio choice. but the
conditioning is represented by using a single equation. This is shown in (5).

DIST=D(W,¢) i=1.....n (4)
DIST = (Z,, W', ¢). (5)

Although the choice of automobile portfolio and the decision about DIST occur at
the same time, statistically it is a conditional demand equation that is estimated for D/ST.
This has raised considerable interest about whether the error term in (5) will be correlated
with the Z,. If, as seems likely in some situations, ¢ is correlated with the choice proba-
bilities, then it will be correlated with the vaiables in Z. and OLS estimates of (5) will
not be consistent. McFadden (1982) suggests applying a specification test to the Z variables
in the usage equation. and if necessary. using either FIML to estimate the combined
system (3)-(5) or instrumental variables on (5) alone.

<
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The macro characteristics of a country's automobile fleet as well as its aggregate
vehicle usage may be thought of as the outcome of the individual decisions made according
to (3}5). Although it is impossible to derive analytically the aggregate demand schedules.
a heunistic argument suggests using a set of equations similar to {3)<(5) at the macro level,
First. if the choice probabilities are aggregated across individuals, one would arrive at a
countrywide frequency distribution over the set of automobile portfolios. The first mo.
ments of this distribution with respect to the variables 4L'TO and MPG will be expected
values for countrywide auto ownership and average fleet fuel efficiency. These expecied
values will be functionally related not just to the mean values of W but 10 the full
distribution of W in the population. Still, as is often done in demand studies, one might
use as approximations equations containing only means of the vector of exogenous vari-
ables W. In a similar way, individual decisions about driving, in equation (5), can be
aggregated to yield a macro driving equation. Although this equation would depend on
much more than the country-average values of Z and W, an equation including only the
latter could serve as an approximation. Thus, in the case where the portfolio charactenistics
Z are described by AUTO and MPG, a set of aggregate equations, such as (6)—(8) below,

might be estimated:

DIST = D(AUTO, MPG, W, ¢,) (6)
AUTO = Dy(W, &) (7)
MPG = Dy(W, ). (8)

Since the aggregate equations are not analytically derived, one cannot say in advance
whether tie likely correlation between the error terms at the micro level will continue
to exist in the aggregate equations. At this point, it is an empirical question, which should
be resolved with a specification test (Hausman, 1978).

TABLE 1 Major Gasoline Demand Studies
Pindvck Sweeney Wildhom er al. CRA DRI
(1979)! (1978 (1974) (19759 (19738
Gusoline Price Elasticity
Long-iun total cons: =207 -.78 -.78 -1.37 =23
Dnving: }-.06 ~-.36
Ownership: ~.64 =25
MPG: 1.43 T2 A7
Short-run total cons: =37 -2 -.26 -.28 -.07
Dnving: }_ 27
Ownership: -.26
MPG: 1 .0l
Income Elasticities -
Long-run total cons: 96 .82 .88 .06 94
Driving 66 }.sz
Ownership: .30 .88
MPG:
Shon-run total cons: .18 18 012 28
Dniving: ' .06
Ownership: A2
MPG:

' Eleven Western countries. pooled 1955-1973 time series.
*U.S. National time series, 1950-1973.
' 7-region pooled U.S. time series, 1950-1973.
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Although none of the existing time series studies of gasoline demand has applied this
more structural model, those studies have produced an interesting set of reduced form
income and price elasticities. For ease of comparison. these are summarized and presented
in Table 1. In reviewing these studies. three conclusions seem to emerge.

(1) With the exception of the CRA report, the studies are in general agreement in their
estimates of long-run gasoline income elasticities. But they disagree about the long-
run price elasticity of gasoline demand. The income effects are always slightly inelastic,
while the price effects vary widely.

(2) There is little agreement among the studies about how the income and price effects
apply to each of the transportation components. The Wildhorn et al. research (1974)
suggests that gasoline price exerts most of its influence through daving, while the
Pindyck (1979) and Sweeney (1978) studies find it occurs mostly through fleet fuel
efficiency. Wildhorn er a/. find that income influences ownership most, while Pindyck
concludes that inccme exerts its influence primarily on driving.

(3) In most of the studies, the income and price effects are rarely both significant in the
equation for any particular determinant of gasoline demand. If MPG, for example,
has a strong price elasticity, then it has a weak income elasticity and vice versa. This
suggests that the preembargo time series has a sufficiently strong common trend in
the price and income data to make the separate estimation of each elasticity quite
difficult. In a number of the studies, the equations for each component do not even
include both income and price variables; one of the two variables is dropped from
the equation, despite there being little theoretical justification for doing so. Estimates
of one elasticity without the other vanable being in the equation would have to be
regarded quite cautiously.

3. Cross national data

® In developing a cross national model, particular attention must be paid to the sources
and reliability of data. Different countries may use different definitions or accounting
systems, so that comparability can become a serious problem—at least in principle. To
minimize these problems, the cross national data collected for this study used the same
definitions and measurement standards as the U.S. time-series data. With these definitions,
a full set of data was obtainable for 42 countries. The measurement of one variable, fleet
fuel efficiency, was however, considered to be more reliable for 25 of these countries than
for the others. For this reason, separate models were estimated for both the 25- and the
42-country samples. in all cases, the data were collected for the year 1972, the most recent
period before the effects of the oil embargo.

The data on per capita income were obtained from annual World Bank Statistics
and presented no problem. There has been, however, considerable recent discussion about
the meaning of cross national income comparisons. Kravis (1978), in particular, has
argued that the prices of many goods and services vary systematically among countries,
and on the basis of a study ot 16 nations, he has constructed a cross national GNP
deflator. The problem with applying this deflator, however, is that the 16 countries re-
searched by Kravis do not overlap with those used in many studies, including this one.
To make the deflator available for more countries, Kravis has used a statistical analysis
of the original 16-nation samiple to estimate the deflator for over a hundred additional
countries. In the 42-country sample used in this study, however, the simple correlation
between this predicted deflator, and GNP per capita, is .98. Thus, it is doubtful that the
index will add much to the equation, although it would still be instructive to estimate the
model in both nominal and deflated dollars.

Ideally, the prices used in a gasoline demand model should include not only the price
of gasoline but also the prices of the vehicles that use gasoline. In the case of gasoline
prices. the U.S. Bureau of Mines conducts an annual survey of retail (pump) prices in
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75 countries. Developing a comparative price index for automobiles, however, is more
difficult.

In the process of developing the GNP deflator, Kravis constructed an automobile
pnce index. It appropnately considered. first, the average difference across countries in
manufactunng pnces. controlling for quality and variation in fleet mix. and second,
differences across countnes in automobile registration fees, excise taxes, and import duties.
Unfortunately, this prce index has not been extended beyond Kravis' original 16-nation
sample.

To enable construction of a more simple auto price index that would apply to the
42-country sample used in this research, the Motor Vehicle Manufacturers Association
provided a detailed survey of the taxes, fees, and import duties that apply to automobiles
in each country. After adding the major fees, sales or V.A.T. taxes, and import duties,
a price vanabie was constructed which represents the comparative cost to a consumer in
each country of a world-traded automobile.

Unfortunately, such a price index is appropriate only for widely traded vehicles, and
many countries assemble cars that are not traded. This is particularly true in the developing
nations where there often exist licensed assembly plants. Such *‘local assemblies” are not
taxed as imports, and they often constitute a large part of the vehicle fleet. It was simply
beyond the scope of this research to do the extensive, primary source investigation nec-
essary to determine the prices of such nontraded vehicles. As a consequence, the auto-
mobile price variable used here reflects only those differences between countries that are
due to tax and import policy.

The consumption of gasoline in each country is available from the U.S. Bureau of
Mines in the same publication as the data on gasoline prices. To match the data on
gasoline, one would ideally want information on the stock of gasoline consuming vehicles.
Current sources, however. record data in only two categories: all automobiles (including
taxis). and buses and trucks. Since some automobiles may be diesel powered. while some
trucks are gasoline powered, using either only the first category or the sum of the two
categories may introduce a bias.'

The final measurement issue is the most important—determining either fleet fuel
efficiency or the number of miles driven by each vehicle. Using the identity (1), only one
of these needs to be estimated. and two approaches are possible. First, one can obtain an
independent estimate of vehicle miles driven from, for example, surveys or toll receipts.
Dividing gasoline consumption per vehicle by this driving figure produces an estimate
of actual fleei fuel efficiency. Second, an independent estimate of fleet fuel efficiency can
be constructed by averaging data on the designed fuel consumption of different makes
and models. Dividing fuel consumption per vehicle by this measure of fleet efficiency
vields an estimate of miles driven per vehicle.

For this study, the fuel efficiency of the fleet in each country was estimated by applying
the second of these two methods. To do this, data were first obtained on vehicle sales,
by model, for as many vears as possible. Uhfortunately, the data for most countries are
available in published form only back to 1970 (MVMA). Before then, the information
for all but a few countries must be obtained directly from the manufacturers. Since the
sales of automobiles between 1970 and 1972 constituted at least 40% of the fleet in most
countries, the characteristics of these additions to the stock should be quite indicative of
the 1972 stock as a whole. In the United States, for example, the estimated efficiency of
the fleet went from 14.42 in 1962 to 13.57 in 1972. Using the vehicle age distribution,
the average efficiency of the subpopulation of 1970-1972 vehicles in the United States
would have been only 3% different from that of the fleet as a whole.

! It should be pointed out that the U.S. data on the vehicle fleet are aiso not differentiated by usé of fuel

and the time-series studies have also had 10 use either all automobiles or all vehicles.
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fuel efficiency of the more recent American exhaust emission systems. Finally, a nonlinear
regression equation was estimated relating these factored EPA figures to engine displace-
ment (R? = 89) and this was used to predict the efficiency of automobile models not
sold in the United States,

For 25 countries, very detailed data were Qyailable on the make and model of au-
tomobiles sold during the years 1970-1972. For these nations, weighting up the fuel
efficiencies of each model produced a reasonable estimate for the efficiency of the fleet.
In 17 additional countries, similar sales data were obtained, but not always by model—
sometimes only by manufacturer. These less detailed data produced estimates for those
countries which were not likely to be as accurate as the estimates for the 25-country

believed that auto ownership and vehicle characteristics are different In urban than in
rural areas, Holding income and prices constant, should the level of urbanization increase
vehicle ownership? Urbanization certainly increases trip making, but it also increases the
opportunity for travel on public transportation. In short, it is hard to make rigorous
theoretical arguments for such vaniables. To be as comprehensive as possible, though, the

equation. ‘
In summary, the collection of available cross national data raises three issues, which

can be addressed when estimating paramerers of the model. First, any bias that might be

to the measurement of this important variable. The final data for the 25- and 42-nation
samples are reported in Appendices A and B,

4. Statistical results

® In estimating the cross national model, both a linear and a log-linear specification
were tried. and a Box-Cox test was applied to choose between the two. The results of the
Procedure suggested that the log-linear form was superior for the overall consumption,
vehicle ownership, and driving equations, but that the linear form was better for the VPG

x‘ﬂ )
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expectations. As income per capita falls toward zero, for example, automobile ownership
and driving must do likewise. Fuel efficiency, on the other hand. is at least somewhat
technologically constrained. Thus the fuel efficiency equation should have a positive in-
tercept, while the equations for driving and ownership need not. The statistical results
merely reaffirm this intuition, and hence linear equations are reported for MPG, while
log-linear forms are used for AUTO and DIST.

The first set of equations represents a sort of “base™ model, in which the sample
consists only of those 25 nations with the most reliable data. The equations in the “base™
model are estimated by using only the autcmobile fleet and without deflating income or
prices by the Kravis price index. This was the model in which the statistical specification
issue was studied.

Answering the question of whether OLS is appropriate for estimating the driving
equation involves testing whether possible correlation amceng the error terms in the three
equations has created a correlation between the error term in the DIST equation and the
variables A UTO, MPG. Assuming that some set of instruments exists which identifies the
equations, a specification test can be applied by including 4UTO, MPG and the residuals
from their reduced-form equations in the DIST equation. If the residuals are significant,
OLS assumptions are violated. In the case at hand, the price of automobiles (TAX) and
the level of urbanization (URBAN) were assumed to be the identifying instruments for
AUTO and MPG, while land area (4REA) entzred only the driving equation. It is obvious
that income and the price of gasoline should enter all of the equations. With this parti-
tioning of the instruments, the results of the specification test were insignificani: the OLS
assumptions were found to hold. Several alternative ways of assigning the three instru-
ments (TAX, URBAN, AREA) were also tried, and in each case a resulting specification
test also proved insignificant. It should be mentioned that the three instrumental variables
actually have little explanatory power in the model. Income and gasoline prices totally
dominate the equations. With such weak identifying instruments, the results of the spec-
ification tests should perhaps be regarded cautiously. On the other hand, without any
additional variables, one can only conclude that OLS is justified, and hence it is the OLS
results that are reported here.

In the frst equaticn, that for automobile ownership, iucome is the only significant
predictor, and it has a distinctly elastic effect. Neither the price of gasoline nor the op-
portunity price of imported automobiles (TAX) has any significant influence on the size
of the automobile fleet. The level of urbanization is insignificant as well. In the second
equation, that for fuel efficiency, there are more balanced income and piice effects. When
the MPG elasticities are computed at the sample mean values, that for income is —.21,
while that for gasoline price is .32. Both of these are highly significant statistically. The
negative income effect suggests that greater wealth does indeed lead to a demand for larger
(less fuel efficient) automobiles. On the other hand, the price of automobiles, at least as
measured by the opportunity cost of ymports, exerts no influence +  fleet fuel efficiency.
and the level of urbanization is also insignificant. It is important to note at this point that
the gasoline price elasticity of fuel efficiency is quite small in comparison with the estimates
in the more recent time-series studies.

The results of the driving equation contain a number of interesting implicatic
well as some surprises. The first of these is that geographic land area plays no role in
determining driving behavior—the equation is completely determined by economic vari-
ables and vehicle characteristics. Among the former, the income and price effects are
significant statistically, although inelastic in magnitude. What are most interesting, Pér*
haps, are the signs and magnitudes of the coefficients of the structural variables MPG-:
AUTO. Greater fuel efficiency seems to induce no addiuonal driving, but greater autc
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ownership substantially reduces the use of each vehicle. Driving is indeed quite conditional
upon at least the size of the automobile fleet.

The estimated systern of three equations. for LAUTO, MPG. and LDIST, is depicted
in Figure 1. Here all of the income and price elasticities are displayed, as well as the
structural relationships among the endogenous variables. At the bottorn of the figure are

TABLE 2 25-Country Sample, Undeflated, Automobile Fleet
Equaton
Vanable LAUTO' MPG LDIST LCON
C -13.2 22.2 6.2 =211
(-8.60) (7.67) (3.70) (~1.98)
PGAS .162 141° -.500 -.700
(.93 (6.28) (-3.98) (-4.81)
Y 1.375 -.00269’ 537 1.22
(9.01) (~6.24) (3.76) (12.04)
TAX 366 -.708 .0501
(1.31) (—.926) (.289)
MPG ' 063
(.384)
AUTO -615
(—5.92)
URBAN -.581 247 -.452
(—1.45) (.913) (—~1.64)
AREA 0147 0482
(.586) (1.50)
R? 887 .821 .887 938

! L represents a log-linear equation where parameters are elastcities. Other A
equations are linear. The -statistics are in parentheses.
! Elasticity at mean sample values = .32

! Elasticity at mean sample values = =21,
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the elasticity definitions showing how the component elasticities aggregate into the overall
income and price elasticities of gasoline consumption. Summing these component effects,
one obtains an overall income elasticity of 1.26, and an overall price elasticity of -.74.
The final equation 1n Table 2 demonstrates that a simple reduced form gasoline demand
equation produces almost identical aggregate elasticities (1.22 and —.70 respectively).

In summary, then, the base model yields four important conclusions. First, long-run
gasoline demand is income elastic and only somewhat price inelastic. Second, almost ali
of the income effect occurs directly through its impact on automobile ownership. Third,
the effect of gasoline price occurs exclusively through fuel efficiency and driving, with the
latter effect being almost twice that of the former. Finally, auto ownership exerts a strong
structural effect on driving, but fuel efficiency does not. Some implications of these results
are discussed further in the next section. What is important here is to ascertain whether
these conclusions are robust to differsnt samples and variable definitions.

The first test of the model is to reestimate it using deflated income and prices. The
results are reported in Table 3, and when compared with Table 2, there are no important
differences. In the automobile equation, the income elasticity increases from 1.38 to 1.89,
since deflating reduces the sample variation in “‘real” income. The price effects, however,
remain insignificant. In the MPG equation, the coefficients change, because the equation
is linear. The elasticities computed at the sample means remain essentially the same. In
the LDIST equation, there is again no significant change, and the overall consumption

TABLE 3 25-Country Sample, Deflated, Automobile Fleet
Equation
Vanable LALTO MPG LDIST LCON
C -17.0 213 6.91 -1.92
(~4.93) (5.81) (3.96) (~.86)
PGAS 0252 09132 -.54| -.801
(.128) (4.86) (-4.37) (5.56)
Y 1.89 -.0019? 456 .25
(5.36) (-2.12) (2.41) (5.34)
TAX -.054 ~.581 -.148
(~.242) (-1.27 (-1.03)
MPG 103
(.240)
AUTO -.573
(-6.26)
URBAN 54 293 -37
(-1.21) (.81) (-1.29)
AREA R .04
(.30) (1.19)
R? 854 702 881 932

! L represents a log-linear equation where parameters are elasticities. Other
equations are linear. The -statistics are in parentheses.

? Elasticity at sample means = .33,

3 Elasticity at sample means = -.20,
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equation exhibits very similar aggregate elasticities. Thus, whether nominal or “Kravis
deflated™ dollars are used seems to make almost no difference in the results of the model.

The second test is to examine the implications of using the fleet of automobiles as
a proxy for the fleet of gasoline consuming vehicles. To do this, the model is reestimated
using all vehicles (including trucks and buses). While this is only an approximation to
the gasoline fleet, its bias is different from that introduced by using only automobiles.
Since fuel efficiency data were available only for automobiles, the MPG equation remains
- the same, and automobile rather than total vehicle efficiency is used in the vehicle driving
equation. The overall reduced-form gasoline equation is also the same, and so it is not
reestimated either. In Table 4, then, the results for a vehicle (rather than automobile)
ownership equation are presented, along with a strucwral equation for miles driven per
vehicle. In all equations, the elasticities, significance levels, and R? values are extremely
similar to those in Tatle 2. Since it makes little difference whether the model is estimated
in terms of vehicles or automobiles, it would seem doubtful that an exact measurement
of the gasoline-consuming fleet would change the results either.

The final test of the model involved estimating the base equations (those with the
automobile fleet and undeflated income) for a larger sample of 42 nations. In addition
to the countries in the original sample, this larger sample included primarily a number
of poorer, less developed countries, for which the measurement of fleet fuel efficiency was
not so precise. The results are in Table 5. and with only a few exceptions the coefficients
are not significantly different from those of the base mode!. The main difference is that

TABLE 4 25-Country Sample. Total
Vehicles, Undeflated
Equation
Vaniable LVEH' LDIST
C -11.3 6.37
(—9.15) {3.98)
PGAS .099 -.483
(.674) (~3.83)
Y 1.19 .525
(9.89} (3.54)
TAX 309
(1.27}
MPG . -.017
(-.038)
VEH -.578
(-4.69)
URBAN =27
(-.81)
AREA -.0018
(-.068)
R .882 .804

'L represents a log-linear equation ‘where pa-
rameters are elasticities. Other equations are lin-
ear. The t-statistics are in parentheses.
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TABLE § 42-Country Sample, Undeflated, Automobile Fleet
Equation
Vanable LiL'TO! MPG LDIST LCON
C =134 219 8.47 -.391
(-9.22) (10.7) {4.75) (—.590)
PGAS 132 422 -.547 -.94
(.627) (6.15) (-3.89) (-4.97)
Y 1.43 -.0023’ 328 1.16
(9.6) (-5.58) (2.38) (9.9)
TAX A4 -.567 -.369
(.34) (-.631) (—1.47)
MPG .057
(.158)
AUTO -.417
(-5.18)
URBAN -.22 38 032
(-.72) (2.02) (.13)
AREA -.518 -.036
(—2.05) (-.93)
R 914 .69 142 94

' L represents a log-linear equation where parameters are elasticities. Other
equauons are linear. The t-statistics are in parentheses.

* Elasticity at sample means = .26.

) Elasticity at sample means = -.12,

the income elasticity of MPG, while still very significant, is about two-thirds of its value
in the 25-nation sample. It is interesting that some of the geographic variables become
significant for the first time in this larger sample, although this has no effect on the other
coefficients.

As a consequence of these experiments, it does seem safe to assert that the data
collected in this research contain a set of strong underlying relationships which continue
to hold when the sample is substantially changed, when variable definitions are altered
somewhat, and when the model is estimated with and without deflating by the only
available world price index.

5. Conclusions

®  The results of the cross national model contain some important implications. first.
for our understanding of the long-run structure of transportation and gasoline demand.
and second, regarding the possible effectiveness of different regulatory policies designed
to reduce the consumption of gasoline. Each of these issues is briefly discussed below.

O Gasoline and transportation demand. The models estimated in the previous section
give a consistent picture of gascline demand, first, as being influenced exclusively by
economic and not geographic factors, and second. as being more income than pricc elastic:
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The income elasticity of overall consumption is always greater than unity, while the price
clasticity is always less than one. The implications of this. for much of the developing

world, are important. In the decade since the formation of OPEC, real per capita incomes

price of oil. If the income elasticity of demand for gasoline is 1.2, while the price ¢lasticity
is =.7, and if these price/income trends were to continue, then it might be difficult for
the Third World to reduce its per capita consumption of gasoline.

The strong effect of income on gasoline consumption occurs almost exclusively

series studies. gasoline prices are found to exert no influence on automobile ownership.
The sum of the effects on fuel efficiency and driving, however. is still quite strong. Perhaps
most importantly, the price effect through reduced driving is much greater than the price
effect on fleet composition or fuel efficiency. The relatively small price elasticity of fuel
efficiency and the higher one for driving again stand in sharp contrast to most of the
recent lime-series research.

The final point that deserves discussion concerns the lack of any effect on auto
ownership or fuel efficiency from the price of vehicles. Since the T-LY variable refers only
to new vehicles, the results of the model imply that higher new car prices lead consumers
to maintain their older cars longer. This conclusion js consistent with the Pindyck study,

Q  Regulatory effects. It is tempting to consider the results of this research in light of
current regulatory efforts, especially within the United States, to reduce gasoline con-
sumption. Such extrapolation of the results, however, is probably not Justified since the
Energy Policy Conservation Act requires major shifts in technology, not simply the forced
consumption of smaller cars. The cross national results suggest only that as gasoline
Prices rise, the shift to smaller cars is relatively modest. Similarly, given some exogenous
shift to smaller cars, little additional driving in each car can be expected. How consumers
fespond to technological im provements in fuel efficiency, for cars of given size, could be
another matter.

The major regulatory conclusion, which does emerge from the medel, and might
em appropriate to the contemporary context, is the impact of possible reductions in
dutomobile ownership. It is impontant to recall that the model, first of all, suggests that
Such reductions would be difficult to achieve by using price policy. Neither vehicle prices
nor fuel prices seem to intluence the size of the fleet. Assuming, however. that some policy
Could achieve reductions in the fleet, the cross national model says that this. in turn.
would not be very sffective in reducing fuel consumption. If the fleet, for example. were
10 be cut in half, the driving per vehicle would increase by almost 60%, leading to a
feduction in the initial level of fuel consumption of only 20%. Such a policy might indeed
Involve a lot of effort and hardship. in exchange for a relatively modest reduction in fuel
consumption. '

-
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Appendix A

@ Data for the 25-nation sample appear in Table Al.

TABLE Al 25-Country Sample
Country AUTO! MPG? DIST? PGAS* Y} TAX¢ PRICE®

Argentina .01 25.8 204 26 1053 2.11 .52
Australia .356 5.4 15.4 26 2947 1.72 .88
Austria 197 275 1.5 63 1922 1.18 .78
Brazil 032 28.5 25.7 38 501 330 45
Canada .347 16.9 16.4 41 3884 1.27 .99
Denmark 244 26.5 11.8 76 3159 1.18 9
Finland AM 28.5 230 71 * 2251 2.40 14
France 27 30.5 10.0 85 2775 1.33 82
W. Germany .268 215 10.1 80 3iss I.n 86
Greece 034 3o.5 259 82 1134 1.05 61
Ireland .141 290 15.9 70 1326 1.35 65
laly 2312 315 84 102 1727 1.35 .73
Japan 120 34.0 15.2 75 1980 1.2¢ 69
Mexico 030 250 M7 27 661 2.05 .54
Netherlands 222 29.5 11.2 9 2429 1.34 82
Portugal 076 315 9.3 86 715 2.20 55
Spain 095 315 10.3 65 1089 1.81 57
Sweden .305 25.0 9.7 82 4109 1.21 99
Switzerland .256 28.0 14.2 72 3349 1.13 92
LK. 238 27.5 10.7 69 2195 1.26 3
US.A. 472 14.8 13.6 40 4789 1.07 1.00
Uruguay 052 29.0 16.8 69 927 2.98 .50
Venezuela 078 20.5 28.6 17 1101 4.50 56
Belgium 229 28.5 10.5 82 2900 1.25 89
S. Africa 0n 26.0 17.2 46 950 1.60 58

! Autos per capita.

? Fleet fuel efficiency (miles per gallon).
} Average miles per automobile (annual, in thousagds).
* Gasoline pricz (U.S. cents).

3 Income (dollass).

¢ One plus loca! tax rates and import duty rates.
* Kravis price index.
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Appendix B

8 Data for the 42-nation sample appear in Table A2.

TABLE A2 42-Country Sample

Country AUTO! MPG: DIsT? PGAS* Y} T4x PRICE!
Ceylon 007 - 29.0 12,3 65 117 1.50 .39
Dom. Repub. .012 260 42.1 48 366 2.30 46
El Salvador 011 28.5 25.2 54 298 2.55 43
Ethiopia .0017 295 21.2 85 72 2.20 .38
Ghana .006 29.5 38.3 43 257 1.61 41
India 0013 26.0 17.8 68 105 2.90 .34
Iran 011 270 16.2 KX} 388 3.3s 41
Israel 069 27.0 25.3 60 1919 1.55 .72
Jamaica 052 26.0 17.6 39 768 2.02 .53
Kenya .013 30.0 13.7 60 143 2.10 41
Lebanon 066 26.5 234 43 603 1.68 52
Morocco .016 Jo.o 13.3 75 224 2.20 42
Norway 22 27.0 10.6 85 2882 1.20 .88
Pakistan .002s 310 235 47 175 2.95 .40
Paraguay .007s 27.0 33.2 58 259 1.54 42
Tunisia 016 300 12.1 83 289 2.19 43
Turkey 0047 26.5 517 48 367 1.94 42

' Autos per capita.

?Fleet fuel efficiency (miles per gallon).
Average miles per automobile (annual, in thousands),
* Gasoline price (U.S. cenus).
Income (dollars).
* One plus local tax rates and import duty raes,
" Kravis price index.
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On Elasticities in the RMA Transportation Model
Hilke Kayser
April 1991

Large portions of a country's energy consumption are used for
transportation purposes. In order to forecast future energy
demands with some degree of accuracy, and to simulate the effects
of public policies on the demand for transportation energy, it is
therefore important to understand what determines the demand for

the various fuels . Flasticities measure the responsiveness of a
variable such as the demand for gasoline to changes in policy
variables such as income and prices. The price elasticity of

demand, for example, is defined as the ratio of the percentage
change in the quantity demanded to a percentage change in the
price. Elasticities are usually estimated from historic data by
running time series regressions. Assuming that consumers'
preferences are not changing significantly over time, the estimated
elasticity values can then be used in forecast models or simulation
models to predict future quantities and to evaluate available
policy options.

A great number of models have been developed to estimate the
demand for gasoline and the various elasticities for the CUnited
States and some Western European countries. Two approaches are
commonly found in the literature. A straightforward approach
Observes that the demand for each of the fuel types is just a
function of the real price of that fuel (Ps), real per capita
income (Y) and the population (POP)

FUEL= £(P,, Y,, POP, ) (1)

t’
Equation (2) 1is usually estimated by ordinary least squares
(OLS) on a log linear regression function of the kind:

log(FUELt) = a+b1*log(P,t)+b2*log(Yt)+b3*log(POPt)+et (2)

_ The results of this regression can directly be interpreted as
the price elasticity of the demand for fuel type i (bl), and the
income elasticity of that fuel type (b2). Various studies run
alternative regressions that include additional variables without
adding explanatory power or improving the goodness to fit. Other
functional forms are also tested but do not tend to outperform the
specification of equation (3). Results from some of the studies
done for the demand of gasoline using this approach are listed in
table 1.

-
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Table 1

E E

GASOLINE,Y GASOLINE,P
Study LR SR LR SR
Dahl 1.17 0.12 -0.2 ~-0.98
Baltagi,Griffin us, 0.89 -0.9
USy, 0.55 -0.61
Drollas UK 1.29 ~0.55 -0.28
FRG 1.15 -0.82 ~0.45
F 1.08 -0.58 -0.44
AU 1.02 -0.82 -0.52
us 0.34 -0.73 -0.35%
Rice,Frater UK 0.71 -0.18 -0.99

An alternative approach 1looks at the components of fuel
demand, namely the vehicle stock, the average annual vehicle usage,
and the efficiency of the vehicle fleet. All of the models are
based on the identity:

FUEL, = VEH, * DIST, * LKM, (3)

where FUEL, = consumption of fuel i in year t
DIST,,= average annual vehicles usage in km by
fuel type i in year t
.= vehicle stock using fuel type i in t
LKM. = efficiency (liters per 100 km or kilowatt
hours)

This approach estimates each of the components separately and
uses the relationship displayed in equation (3) to calculate fuel
demands. Given the log linear form of the relationship of equation
(3), income and price elasticities can be found by realizing that
they are the sum of the three separate component elasticities

E LKM, P (4)

FUEL,P EVEH,P +
+ LKM, Y

FUEL,Y VEH, Y

1 171

oist,p T
oist,y T

M

Results from these kind of studies for the demand for gasoline
are listed in table 2.



Iable 2

EGASOLINE,Y E

GASOL INE, F

Study TOTAL DIST LKM VEH TOTAL DIST LKM VEH
Wildhorn 0.88 0 0 0.88 =-0.78 -0.36 0.17 -0.25
Sweeney 0.82 10.82 0 0 -0.78 -0.v6 0.72 0
Pindyck 0.96 0.66 0 0.30 -2.07 J 1.43 -0.64
Wheaton 1.26 0.54 -0.21 1.38 -0.74 -0.3 0.32 0.16
Gately cars 0.92 -0.07 0.01

trucks 1.16 -0.04 0.01

Elasticity values are needed to incorporate the effect of
price and/or income changes on the demand for the various fuel
types into the RMA transportation model. The RMA transportation
model is a very disaggregate model with the individual's trip-
making as the choice variable. Since the relationship between the
number of trips taken by an individual and the number of vehicles
per capita is very stable, trip-making can be viewed as a good
proxy for the vehicle stock. Individuals decide on the number of
trips to take, the average length of the trips and the mode by
which the trips are made based on their economic well-being. To
Create a base case for 1989 for Romania or Czechoslovakia, data
and/or educated assumptions are used on these variables as well as
on the fuel shares of the various modes of transportation, the
fuel efficiencies and the load factors of the different modes.

Changes in income or in the price of the fuels affect these
variables but to a varying degree. We will assume that the variable
that is most directly affected by price and income changes is the
number of trips that an individual is taking. Fuel shares by mode
are not affected because each of the different modes of
transportation is run exclusively on one type of fuel so that no
fuel shift should be expected. Load factors might change, but the
responses are not likely to be large nor are they easily
predictable with our present knowledge. Once more data become
available, the responsiveness to income or price changes should be
analyzed more thoroughly. Modal shares, on the other hand, have
changed considerably in most countries as per capita income rises.
While both public and private trip making are likely to increase
with income, private travel usually increases more rapidly. This
phenomenon is represented in the model by larger income
elasticities for private travel than for public travel modes. The
response of fuel efficiency to price and income changes has been
studied and is used in the model.

How then do price and income changes affect the number of
trips that an individual is going to make? The elasticity of trip-
making can be estimated by using the relationships in equation (4).
It should be kept in mind that trip-making here is used as a proxy



for the vehicle stock. !

Emps,p’Emsmme,p'Ean,p'onsr,p
TRIPS,Y GASOLINE,Y an,v"Eolsr.v

We are initially assuming that Episr,y = 0 and E /. = 0, i.e.
that the average annual distance traveiled is not affected by
changes in the price or changes in income since this effect has
been shown to be rather small. Ideally we can use the results from
table 1 and 2 to make reasonable assumptions about the elasticity
of trip-making since the component elasticities have been estimated
and can be found in the literature. The estimated elasticities are
based on data from the United States or from some Western European
countries. Looking at the tables, we observe an enormous variation
in the estimated elasticity values, especially with respect to the
price elasticities found in the various publications. What values
should be used in the RMA transportation model?

For the income elasticity of trip making we assumed a value of
1.0. There are a number of reasons for this choice. More recent
studies have shown that the income responses have been
significantly larger in the European countries than in the U.S.
Drollas argues that this shows a different attitude towards cars.
Americans consider the car more of a necessity than Europeans.
Suburban living and lack of alternative ways of transportation
result in less responsiveness to income changes. Furthermore, it
has been shown that a large part of the income effect comes through
an increased vehicle stock, an effect which is most likely going to
be stronger in a country like Romania where car-ownership is still
very low and where the demand in the past may have been suppressed
largely due to limited supplies. This should translate directly
into an increased number of trips taken.

For the price elasticity, we assumed a value of -0.1, which is
at the lower end of the scale. Given that income is still
relatively low in Romania, vehicles are rather large investments.
It is probably save to assume that vehicle owners are among the
higher income groups. Once the money is spent on a vehicle, price
changes are probably not going to affect the actual use
significantly.

' Since in Czechoslovakia and in Romania the number of trips
by automobile were not known, initial estimates were derived by
taking the overall quantity of a fuel used in transportation and
dividing it by the fuel efficiency, the average trip length and the
population. For gasoline the equation is

GAS/LKM/DIST/POP = TRIPS (per person)

Zle



BIBLIOGRAPHRY

1) Baltagi, B.H. and J.M. Griffin, ‘US gasoline demand: what next?',
The Energy Journal, Vol.s, Nol, January 1984, Pp.129-40.

2) Dahl, C.A.,‘Do gasoline demand elasticities vary?', Land
Economics, Vol.58, No3, August 1982, pp.373-82.

3) Difiglio, C.,K.G. Duleep and D.L. Greene, ‘Cost effectiveness of
future fuel economy improvements', The Energy Journal, Vol.ll,
January 1990, pp.65-85.

4) Drollas, L.P.,‘The demand for gasoline: further evidence!,
Energy Economics, Vol.6, Nol, January 1984, pp.71-84.

5) Frater, P. and P. Kice,‘The demand for petrol with explicit
fuel efficiency effects: a UK study 1977-1986"', Energy
Economics, April 1989, pp.95-104.

6) Gately, D.,‘The US demand for highway travel and motor fuel',The
Energy Journal, Vol.1ll, No3, August 1990, pp.59-73.

7) Greene, D.L.,‘CAFE or price?: an analysis of the effects of
federal fuel economy regulations and gasoline price on new car
MPG, 1978-1989', The Enerqv Journal, Vol.1ll, No3, August 1990,
pp.37-57.

8) Hsing, Y.,‘'On the variable elasticity of the demand for
gasoline: the case of the USA', Energy Economics, April 1990,
pPp.131-36.

9) Mayo, J.W. and J.E. Mathis, ‘The effectiveness of mandatory fuel
efficiency standards in reducing the demand for gasoline',
Applied Economics, Vol 20, 1988, pp.211-19.

10) Wheaton, W.C.,‘The long~run structure of transportation and
gasoline demand', The Bell Journal of Economics, Vol 13, 1982,
pPp.439-454,




